International Conference on ICENTE’19
Engineering Technologies

October 25-27, 2019 Konya, Turkey

SELCUK UNIVERSITY
FACULTY OF TECHNOLOGY

International Conference
on Engineering Technologies

3t International Conference, ICENTE
Konya, Turkey, October 25-27, 2019

Proceedings

Editors
Ismail SARITAS
Mehmet CUNKAS
Fatih BASCIFTCI

International Conference on Engineering Technologies, ICENTE’19
Konya, Turkey, October 25-27, 2019



International Conference on Engineering Technologies (ICENTE’19) October 25-27, 2019, Konya, TURKEY

International Conference on ICENTE,19
Engineering Technologies

October 25-27, 2019 Konya, Turkey

(8
FACULTY OF TECHNOLOGY

International Conference
on Engineering Technologies

3t International Conference, ICENTE
Konya, Turkey, October 25-27, 2019

Proceedings

Editors
Ismail SARITAS
Mehmet CUNKAS
Fatih BASCIFTCI

E-ISBN: 978-605-68537-9-1

B/7gi Teknolojilery Ltd, g:?tll

www.snbt.com.tr

SN Bilgi Teknolojileri

Kiirden Mh. Temizciler Sk. No:5/3 Meram / KONYA
Tel: 0.332 323 07 39

October — 2019

E-ISBN: 978-605-68537-9-1 ii



International Conference on Engineering Technologies (ICENTE’19) October 25-27, 2019, Konya, TURKEY

EDITORS

Prof. Dr. Ismail SARITAS

Selcuk University, Turkey

Depertmant of Electrical and Electronics Engineering, Faculty of Technology
Alaeddin Keykubat Campus 42031 Konya, Turkey

isaritas@selcuk.edu.tr

Prof. Dr. Mehmet CUNKAS

Selcuk University, Turkey

Depertmant of Electrical and Electronics Engineering, Faculty of Technology
Alaeddin Keykubat Campus 42031 Konya, Turkey

mcunkas@selcuk.edu.tr

Prof. Dr. Fatih BASCIFTCI

Selcuk University, Turkey

Depertmant of Computer Engineering, Faculty of Technology
Alaeddin Keykubat Campus 42031 Konya, Turkey
basciftci@selcuk.edu.tr

ASSISTANT EDITORS

IlIker Ali OZKAN

Selcuk University, Turkey

Depertmant of Computer Engineering, Faculty of Technology
Alaeddin Keykubat Campus 42031 Konya, Turkey
ilkerozkan@selcuk.edu.tr

Murat KOKLU

Selcuk University, Turkey

Depertmant of Computer Engineering, Faculty of Technology
Alaeddin Keykubat Campus 42031 Konya, Turkey
mkoklu@selcuk.edu.tr

E-ISBN: 978-605-68537-9-1 iii



International Conference on Engineering Technologies (ICENTE’19) October 25-27, 2019, Konya, TURKEY

PREFACE
International Conference on Engineering Technologies (ICENTE'19) was organized in Konya, Turkey on
25-27 October 2019.

The main objective of ICENTE’19 is to present the latest research and results of scientists related to
Electrical and Electronics, Biomedical, Computer, Civil, Mechanical, Mechatronics, Metallurgical and Materials
Engineering fields. This conference provides opportunities for the delegates from different areas in order to
exchange new ideas and application experiences, to establish business or research relations and to find global
partners face to face for future collaborations.

All paper submissions have been double blind and peer reviewed and evaluated based on originality,
technical and/or research content/depth, correctness, relevance to conference, contributions, and readability.
Selected papers presented in the conference will be published in the Journal of Selcuk Technic if their content
matches with the topics of the journal.

At this conference, there are 203 paper submissions. Each paper proposal was evaluated by two reviewers.
And finally, 123 papers were presented at the conference from 8 different countries (Albania, Azerbaijan,

Bulgaria, Crotia, Irag, Macedonia, Latvia, Turkey).

In particular, we would like to thank Prof. Dr. Mustafa SAHIN, Rector of Selcuk University; Prof. Dr.
Prof. Dr. Jurgis Porins, Riga Technical University (RTU); Prof. Dr. Tzvetomir Vassilev, University of Ruse;
Journal of Selcuk Technic. They have made a crucial contribution towards the success of this conference. Our

thanks also go to the colleagues in our conference office.

Ismail SARITAS — Mehmet CUNKAS — Fatih BASCIFTCI
Editors
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Feature Selection from Electroencephalogram
Signalsby Means of Using Principal Component
Analysis
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Abstract - The aim of this studyis to determine the success features includingminimum, maximum, mean, median,
of the feature vector (FV) that was obtained by avariety of  jnterquartile range, standard deviationrange, variance,

feature extraction methods and the sucess of the eigenvalues K ; ; ot

h 2 . urtosis and skewnessere extractedby using statistical
that were obtained by Principal Component Analysis (PCA). functi f bands i ty dg .
EEG signals (EEGs) that were collected retrospectively from unctions, power . OF Ssukbands In ume m_aln was
Selcuk University Faculty of Medicine Hospitalwere used in ~decomposedy using DWT PCA feature selection method

this study. Feature vector was obtained from 30 epiley Wasutilized in order toreduce the feature vector sizkhe
patients and 30 normalvia statistical methods and discrete rest of this paper is organized as follovasta selection
wavelet transform (DWT). Dimensions of these feature vectors feature extractiofselection classifiers are introduced in
\rllvqirtﬁocrie?:lj)%erdeig:;v:gtlgrcslpsvlithct?gpﬁgﬁzgwgzggr?sliip(fl%? Section 2.The experimental results and discussion for the
include 71, 52, 33and 15 according to PCA correlation matrix cO PV Vi ('{F Bpileptk Q]d R‘,”’ma' EEGs are .glven in
eigenvectors were calculated and compared usingi&irtificial future work.

Neural Network (ANN). Performance evaluation of the used

ANN algorithm were carried out by performing Receiver II. MATERIALS AND METHODS
Operation Characteristic (ROC) analysis.Experimental results

have shown thateigenvector 3 (EV3) including 33 features is A. Data Acqusition
e Sh v w53 e b e e colected the EEG datiat wes recorded in e
performance ofall eig?envectors was observed to be high’ﬁnan Department of Neurologyt IS. u_sed wi d§C|5|0n of Se!cuk
the paformance of the feature vector.As a consequencethe ~ UNiversity Faculty of Medicine Hospital (Nelmvasive
use of more meaningful eigenvectors improves the Clinical Research Ethics Committee No. 2014/4&65
classification performance instead of highkdimensional feature  of 60 subjects 30 epilepsies30 norma) thatwerecollected
vectors. between 2012 and 2015 were usedhe study All of the
EEGs were obtained from routine EEG recording and all
subjects were awakeThe mean age 080 epilepsypatients
was B (14 males 16 female) and mean age 80 normal
patients was @& (14 males 16 female). EEG signals were
recordedwith 18 channels an@00 samping frequency An
. INTRODUCTION epoch (pagexontains 3000 (200 x 15) sampling because
igvery epoch is 15 seconds.

Recording times is different from each other due to the
fact that the situation of each subject in reaugdime is

Keywords - Electroencephalogram, Discrete Wavelet
Transforms, Principal Component Analysis, Artificial Neural
Network, epilepsy.

Epilepsy is a common neurological disorder that
characterized by occurrence of recurrent seiz[ifpsThere

are a lot 6methodsto automatically classify the seizures on' . NN "
EEGswithout spendingong hours for visual contro[2]. different. Moreover, dataset showingileptic activity that

The major steps of these methods are theature is determined by specialists are selecfElis datasetwas

H[WUDFWLRQ VHOHFWLRQ DQG WK i§"epefpRRFE F@b'%'ﬁ%q‘f%‘f?D Veg ﬁ?@eh\/(’}\?LWSPWH D

pattern recognition process. Feature extraction/selectidff " <’ spike, spike and slow wave, mu tiple spike and'slow

plays an important role in classifying systems such as neu Ve cqmplgxln this study, we Just usesl epochghat are

QHWZRUNV ,W VLJQL¢FDQWO\ FRQWY eE'ﬁR}\'ﬂF‘\?d‘W%a' H‘S§'ilpgﬁ“ﬁ'ﬁrlﬂﬁﬂ fregchy |

the cODVVL;HU DQG UHGXFHV GDwWGP° E’Z?—FO%E’%%‘?(_ SW'@‘Egﬁg”}? {, Jata for

distinguishing power. It has been noticed that the accura _SUbJ Ctswer(;o taine e}s a fresplt . calcu atl_ons_and

RI FODVVL,FDWLRQ HQWLUHO\ GHSdag avgﬁéﬂ’gf r@jﬁ%ﬁ%ﬁg%ﬂ%@éﬁ@ ertC(L)JHV WR

be applied on the EEG time serig 45]. Therefore,the ' &

aim of this studys;
- To determinethe success on the classification of the B. Feature Extraction

different eigenectors

- To identify the superiority of the feature vectors and ) o
eigenvectors. Wavelet Transform (WT) for timscale analysis is a

In that context some features were extracted by usin RZHUIX O PHWK R_G IRU W K_H v L_‘] QDOV WK
different feature extracting methodsVhile, the statistical Tramework for different techniqugs], [7]. DWT is a series

classify.

1. Discrete Wavelet Transform

E-ISBN: 978-605-68537-9 1
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of WT that havebeen sucessful in many works for pre ignoring higherorder one. Such lowrder components

analysis of the epileptic seizures detection unlike FFTIRIWHQ FRQWDLQ WKH pPRVW LPSRUWDQWT
because EES&is nonstationary [6]. DWT analyzes the this is not necessarily the case, depending on the application.

signal at different frequency bands, with differenPCA has the distinction of being the optimal linear

resolutions by decomposing the signal into a coardensformation forkeeping the subspace that has largest
approximation and detatl information. Selection of variance.This advantage, however, comes at the price of

suitable wavelet and the number of levels of decoitipnos greater computational requirement if compared, for

are very important irthe analysis of signals using DWT. example, to the discreteosine transform. Unlike other

The wavelet function selected was Daubechi®gavelet linear transforms, the PCA does not have a fixed fskasis

with order 4, which was also proven to be the best suitablectors. Its basis vectors depend on the dat§lsdt

wavelet function for epileptic EEGanalysigq8]. D. Artificial Neural Network ANN)

2. Statistical Features ANN conssts of threelayers that includénput, hidden

It is known that the number of feature has a dinegtact and output layersThe aim of hidden layer is process and
on the success of classificatiofherefore, the number of transmitsfrom the input information to the output layis3],
feature must be a number that describes the used databagé&4i [15]. Theinput is processed and relayed from one layer
the best wayTherefore some statistical featuregereused to the other, until the final resul computed As shown in
in the studyas well as the features obtained from the powdfigure 1, a feedforwardackpropagation ANN was used for
of the subband in the time domaiby using DWT In classification. In addition, the hyperbolic tangent sigmoid
accordance with this purposd0 featuresthat include transfer function was used in the entire neuron units has
minimum, maximum, mean, median, interquartile rangdeen shown in Figure 2.
standard deviation, range, variance, kurtosis, skewogss :
every channelvere extracted from each EEGhannel data Input signals >
as theywere the most representative values to describe tt
original signals.Thus,as a result obbtainingthe power of
72 subbands and 180 statistical features by the featu
extraction method252 feature spacesgere obtained Since
the rumber of example in the study is 3@8,epochsof 60
patien) database that consists of a matrix360 x 252was i
obtained All feature vectors were computed by the usage ¢ *i —-D
the Matlab (Version 7.11, R2010b) software packag
becausethe featureswere reqired to be determinedto

1
X4 -

achieveresults faster and more accurately. X —[ £
C. Dimension Reduction yb Principal Component Input Hidden Output
Analysis layer layer layer
Selection of theoroposed modédhputs isvery important <: Error signals ]

becauseit will affect the performance of classifig@].

Meanwhile,it is verycrucialthat the number of inputs in the
systemwhich is classifier methodnusthave been selected
very carefully.In that context, if the number of inputs is
selected unnecessarilyhigh, performance of the system

Figure T The general structure of feedforwldrackpropagation
neural network.

might decrease becausedifficulty of the calculation of the . Tanh Function
network. On the other hand, if the number of inputs is 1.0
selected unnecessarily lowhe system may not give the o
result accurately and confidentlyAs a consequence, 0.4

0.2
0.0
-0.2

selection of the number of inputgas very significant for
these systemd0].

tanh(x)

PCA is mathematically defined as arthogonalinear 04
transformatiorthat transforms the data to a neeadinate Iy
systemsuch that the greatest variance by some projection of 10
the data comes to lie on the first coordinate (called the first B T S R PR G

X

principal component), the second greatest variance on the Figure 2 The hyperbolic tangent sigmoid transfer function

second coordinate, and so fl]. PCA can be used for
dimensionality reduction in a dataset while retaining those
characteristics of the dataset that contribute most to its
variance, by keeping lowarder principal compamt and

E-ISBN: 978-605-68537-9 2
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Ill. RESULTS AND DISCUSSION the hidden layer were tested and was found to be most

In this study, we used 5 epochs for each record that wsditable number. The optimum values that were used in the
taken from Selcuk University Faculty of Medicine Hospital¢lassification performing by ANN in this study are given in
the Depament of Neurologyin view of the different the Table 1.
recording times3000 (200 x 15)samples for each patient
were obtainedsince the fact thatl second includes 200
sampling frequencyand each epoch includes 1%econds
Therefore, 300 x 3000dataset were obtainedor 30
epilepsiesand 30normal patients.

The number of decomposition levels is chosen based or
the dominant frequency components of the signal. The
levels are chosen such that those parts of the signal the
correlate well with the frequencies required €lassification
of the signal are retained in the wavelet coefficiag].

The results of the studies in literaturave demonstrated 'gg
that the WT is the most promising method to extract features 7 = EV2
from the EEG signal§13], [17], [18]. Therefore, in this 52 I EV1

252

The number of features

study, DWT was applied fotime-frequency analysis of 33

EEG signals for the classification using wavelet coefficients. 15 [ ]

EEG signals were decomposed into-samds using DWT.
The value of 1 for the output of epilepsy patiestsl the

value of O for the out of normal patientss given in the

dateset 252 feature vectsrwere obtained by performing Tablel: Training parameters for ANN

statistical features includingin, max, mean, median, iqr,

Figure3: Thechartof eigenvectorsfter applying PCA to FV

range, std, var, kurtosis, skewnessre extracted and sub Parameters Values
band features were decomposed flithiel packet Error ;Ole;anct_e ?_'001 e
decomposition using DWT via Matlaboftware Prior to ranster nhcton angent sigmol
. . . . Maximum epoch 500/1000

reducing the size of this feature vector by applying PCA, |

o nput neurons 252/71/52/33/15
252 (180 statistical features, 72 the power of the bsrin Output neuron 1
by DWT) properties were obtained using different feature Hidden neurons 10
extraction methods. Bias 1

The number of the feature vectors hasraal impact on
both the performance and speed of the classifier. Speed ofyy order to identify the correctness of the diagnosis, the

the classifier substantially decreases in the classification ”'@Jncepts of sensiity (SEN) and specificity(SPE) were

is performed by using 252 features obtained in this studyijjized. The definitions of these concepts were given by the
while the success of classification reduces. Hence, BCAgiatements below, where TP (true positive), TN (true
used for dlmgnsmn reductlon of the features from all daF?egative), FP (false positive), FN (false negative) stand for
set by the variances in the PCA spatke found out that the giagnosing illness when the patientlisdiagnosing healthy
eight eigenvalues of the PCA contain 97 % (the ones undgfrson as healthy, diagnosing healthy person as ill and lastly
1000) of the information of the eigenspace (PCA space) aB?agnosing ill patient as healthy, respectividl9];

252 dimension &n be expressed using only 33 dimensions.‘Sensmv-Bt TP/(TP  FN)x100% (1
7TKHUHIRUH WKH FODVVL¢{¢HU GRHYV _Q_R\_II_VN/ LKIHIEPA'OC\)(O/H UHGXQGD(§W
information through this approach. Specificly u 0

According to sorting of eigenvalues, the impact onAccuracy (Sensitivit Specificly)/2x100% ©)
classification is observed by using the first meaningful We evaluated true positive, true negative, false positive
eigenvectors. Inhiat context, 71, 52, 33 and 15 neurons havand false negative values as showrconfusion matrixof
beenchoosingfor new features by means of using latenall feature vectorsn Table 2. While columns represent
vector. Eigenvectors and the number of the attributes tharedictions, row represent true clasgesonfusion matrix,
were obtained according to correlation matrix are given ievery condition is shown by using code number, like in O
Figure3. and 1 as normal anépilepsy The number of correct

ANN is used to compare theegormance of feature predictons in the classificatioafter trainingfor FV is the
vector and eigenvectors. While hyperbolic tangent sigmoidwest with 115 and 133. On the other hand, the highest
transfer function is used for activation function of allhumber of correct predichs for EV3 was obtained with
neurons in the network, the backpropagation algorithm35 and 14@&s shown in Tablé d). At the same time, EV3
which is based on searching an error surface using gradiénthighly successful than FV dnthe other EV.On the
desent for points with minimum error, is relatively easy tocontrary, we calculated separately sensitivity and specificity
implement. Classification algorithm is carried out by values that are statistical measures of the performance of a
changing some of the parameters such as hidden lay@nary classification test.
neurons number and so omifferent neuron numbers for

E-ISBN: 978-605-68537-9 3
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Table2: (a) The Confusionmatrix of FV. (b) The Confusion matrix of EV1c) The Confusion matrix of EVZd) The Confusion matrix
of EV3. (e) The Confusion matrix of EV4

@) True condition (b) True condition (© True condition
FV 1 0 EV1 1 0 EV2 1 0
Predicted | 1 |115] 17 | 132 Predicted | 1 |[134 13 | 147 Predicted | 1 |[132] 8 | 140
condition 0 35 | 133 | 168 condition 0 16 | 137 | 153 condition 0 18 | 142 | 160
150 150 300 150 150 300 150 150 300
SEN= 0.767 SEN = 0.893 SEN = 0.880
SPE = 0.887 SPE= 0913 SPE = 0.947
(d) True condition (e) True condition
EV3| 1 0 EV4d | 1 0
Predicted | 1 |135] 4 | 139 Predicted | 1 [112] 8 | 120
condition 0 15 | 146 | 161 condition 0 38 | 142 | 180
150 150 300 150 150 300
SEN = 0.900 SEN = 0.747
SPE = 0.973 SPE = 0.947

The performance of thdraining and testg of all feature the test graph was examined, it was observed that all feature
vectorsis given inTable3. There is no doubt that EV3 is the vectors were more successful than the diminished PV with
highest achievementthan the other feature vectowith PCA. Classification was performed by using different eslu
93.67% of the training success and.80% of the test of training, test andvalidation for each dataset. %®b for
success training, 20% for test and 5% for validation were reserved

on the dataset. The number of samples for training, test and

Table3: The performance of training and test for all features  validation and the value of Mean Square Error (MSE) that

=Y, EV1 EV2 EV3 EVa shows mean squadifference between output and target in
Training | 82.67% | 90.33% | 91.33% | 93.67% | 84.67% the classification results in Tabke As it is known to all
Test 76.70% | 85.00% | 86.70% | 88.30% | 83.30% approaching the value 0 of the MSE shows the minimum

error and the highest success. The lowest MSE value was

The performance of training and testing is giveTable ~Obtained for EV3in this study as seen in Tab4 In a
3. It is obvious that FV includes 252 featuresing the different manner, the lowest MSE value for the test was

lowest with &.6@% training and 76 testing than the found to be EV2. However, there is a small difference of
other EV. Furthermore, while classification accuracy 0-0199 among the test values of EV2 and EV3. In this case,
increases fromEV1 to EV3, the classification accuracy We can easily reach a conclusion that EV3 has the small
decreases after EV3.In other wods, increasing MSE value for bdt training and testing.

classification accuracyasobservedo decreasthe number ~ Receiver operating characteristics (ROC) graphs are
of featureswhile the classification accuracy decreatmger Useful for organizing the classifiers and visualizing their
features than 33 features. As a result, the highest Performance. ROC graphs are commonly used in medical
classification success can be obtained with the number 33decision making, and in recent years they have been used
closeto 33. The classification successes of the training aniicreasingy in machine learning and data mining research.
tests of the Artificial Neural Network are given in Figwre Although ROC graphs are apparently simple, there are some
(a) and (b), respectivelyn the graph (a), where the numbercOmmon misconceptions and pitfalls when using them in
of features and classification success is shown, the succBgactice[20]. By the help of these calculated values, the
of the EV vectorwith 252 features and the success of thROC curve has been drawn. After such a curve is drawn, the
EV4 vector with 15 features are very close to each other, bifea Under Curve (AUC) may be calculated. Highalues

are lower than the success of other eigenvec®rsthe RI WKH pDUHD XQGHU WKH 52& FXUYHT $8&
other hand, when the numberfefitureswas 53 and 71, the better classifier performang21].

success rate increased. However, lilghest success value

was obtained with FVV3 which contains 33 propertigfien

E-ISBN: 978-605-68537-9 4
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Figure4: The perfemances of Neural Netwofrkr all feature vectors. (a) Training Performance. (b) Test Performance.

Table 4 MSEvalues and the number of samples of training, testretrospectlvely. The success and performances of feature

and validation

Training Validation

Test

Samples

225 15

60

MSE FV

1.27428E01 | 1.12298E01

1.48544E01

MSE EV1

6.36103E02 | 7.20272E02

1.17063E01

MSE EV2

7.00467E02 | 3.18929E02

9.28362E02

MSE EV3

4.73113E02 | 6.69442E02

9.48262E02

MSE EV4

1.11837E01 | 2.07771E01

1.26806E01

vector and eigenwtors were tested, eigenvector that
provides the highest success was determined. The high
number feature reduced both speed and the success of the
classifier. On the other hand, a high success could not be
achieved with a small number of features. In #tigly, EV3

was found to be appropriate eigenvector from EEGs that
include epileptic activities and normal signals as shown in
Figure 5. The success of the EV3 can be detected using
different classifiers and classification of different datasets.

There is no doubt that the success of classifier is directly
affected by the number of input values and the appropriate
features. The aim of this study is to find the optimal number
of features and features from EEG data that were collected

@

Training ROC () ; Test ROC
1!"‘_‘—‘_‘_.7 —,_‘—r'—l
0.8 0.8
@ =
o =]
i
& 06 o 06
= =
& 0.4 & o04
2
— =
0.2 0.2
0 : L . : i 0
0 0.2 04 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

False Positive Rate

False Positive Rate

Figure5: ROC graph of NN classifier for EV8a) TrainingROC. (b) TestROC.
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IV. CONCLUSIONS

Automated detection oEEGs is very important for [6]
determining of normal and epileptic activities preictal,
interictal andictal. We tried to identify thenost appropriate [7]
features on EEGs of epilepsy and normal patidntgally,

252 features were extracted from the -balnds obtained
after the decomposition through the DWT and statisticgil
methods. Principle componentanalysis was used for
dimension redetion of EEG datain the study. High [©
dimensional data and spatial redundancy redunedCA
UHFRJQLILQJ ¢UVW

this reduction algorithm[22].  ANN algorithm was
performedfor detecting the best eigeector. [11]
As is known, PCA is a method that gives the most
relevant and relevant features in matrices with a Iard%zl
number of properties. With this method, the number qfis)
property vectors obtained by using different property
extraction methods was reduced atie success of the
classification vectors obtained was tested with ANN, whicfig
is one of the best classification methods. There is no doubt
that the PCA method has greatly increased the success of
data with such a large number of features. [15]
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Fracture ToughnessaKey Aspect of Bone
FractureResistance
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material properties of bone tiss|@g.
Abstract + Bone fractures are among the biggest health
concerns in the world.Understanding the factors leading to bone A Chains of tropocollagen — L "
fracture is the essential step to develop new strategies for dealing cwin1 ez chain Excellent  Poor 0¥ FAAEN
with this costly and deadly health problem. Studies published in ¢ : collagen - collagen 4 BRITTLE

C=0

recent years highlighted that all bone fractures are not only o
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associated with lev bone strength. In fact, fracture toughness, °Jr o oi & —hcol]f;?ghen
which is the material property focusing of resistance of the é*o ot g quality
material to sudden and unstable growth of cracks, is an emerging “-L, : 2
field in bone research to better understand bone fragility oot N g
associated with dis_easeanc_i ag!ng. Fracture toughne_:ss may be OE.': *}:’ ]qi.';‘roﬂ Displacement
more closely associated with hip fractures and atypical femoral 7o DG 0
fractures which are two of the most common of bone fractures ¢ o’ "

seen in the clinics. In this study, the possiblassociatiorbetween B
fracture toughness and boe fractures was discussed in light of
recently emerged studies.
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I. INTRODUCTION C

Bonetissueis mainly composed of mineral, collageand
water [1]. The unique hierarchical arrangement of thes
three main components at different scales provigese a

swperior resistance tfracture(Figure 1)[1]. However, aging DC‘img“\‘f
and diseasemelated numerouschanges in bone 8se and
structure makethe bone more brittle and vulnerable to
fracture Suchalterations in bone matrix and structure caus
mainly bone fracturesssociated ith less traumatic or nen
traumatic fractures such dalling from a standing distance. '
Such nontraumaticbone fracturesin fact, affect millions of Figure 1:Bone fracture resistance or fracture toughness is not only
people around the world and resuitiuge medcal costs of ~ @ssociated with a single toughening mechanism. Changes in (A)
more than $0 billion annually [2-4]. More critically, the collagen structure,_ (B) _enzymatl_c and remzymatic modifications,
mortality rateamong elderly peoplbecause obone fractures © overal_l alteratllonslln h)lldractjlonfand collagenhstructu;eb, and (D)
and subsequet complicdions is very high with 30% porosity are C?ﬁg%éi?ﬁs rtgusrzgtt;rr;igug ness orbone.
following the year of fractur§2-4]. In order to prevent these '

bone fractures, the mechanisms that cause bone fracturegpp measued by double energy -xay sorptiometry
should be eIucidatedirs_tIy, and then strategie® stop or (DEXA) is currently used as the gold standard for the
reverse these mhanisms should be revealedThe giagnosis of osteoporosias well asthe risk assessmenof
mechanisms that cause bone fracture banviewed from pone fracture.Although previous studies have shown that
different perspectivessuch as molecular mechansnor gyvp s closely related to bone density and bone
biomechanical ~mechanign From a biomechanical gy ctyralfnorphological featurefs], the relationship between
perspectivebone fractures ayén fact,amechanical event that g\vip and bone materiapropertiesis limited. The material
occurs whena bone is overloadedhen it can bear. fie  hoperties of bone argenerally supposed toefer only
biomechartal source of the resistance lwéne to fracture is strength of the bone, especially among researafitesa norr

related to theronemass or bone mineral density (BMDJie  opgineering backgund. In fact, one strength is the value of
structuralmorphological properties of the bone, and the
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the maximum stress that bone specimens can withstaild. POSSIBLEASSOCIATION OFFRACTURE TOUGHNESS WITH
without breaking under high amount of constant load during CLINICAL BONE FRACTURE

mechanical tests such as tensile, compression or beteditsy  Bone fractures can be caused by a single high impact load
Since bone strength is easily aioted experimentally and its g;,ch as dall from the standing height when walking, as well
interpretation is relatively easy, borstrengthis frequently g by the loadthatthe bones are subjected to durthgdaily
used as an indicator of bone material quality #e activities[11]. Therefore, lookg at thepossibleload regime
researchers workg in the field of bone researcHowever f pone exposedduring the daily life could provide insight
researchers who do not have an engineering background hayg understanihg the posdile relationship of material
the misconception thadeteriorationof bone strength is the properties to bone fracturedumanbones can be exposed to
only cause of bone mechanical faduindeed bone fractures large loads once or more a year as a result of falling from
in the clinic canot be explained solely witthe deterioration standing height, amostly occurring among the eldeggople,

of the srength of the boneRecent years have revealed that thgith the exception of car accidents igh traumaloads such
fracture toughness of the boiwat least as important as the gg falling from a high placgl2]. On the other handuman
bone strengti{6-10]. The aim of thiscritical reviewis t0  pgones can be subjectedrtmderate loads that occur durithg
briefly introduce fracture toughnessvhich causemechanical lifting of somethingless than body weight several times a
deficieng/ of bone, and toidcuss its possible associatiith  \yeekas a parbf daily life activities As a result of walking

bonefractures. and other activities ithedaily life, thebones arealsoexposed
to low loads daily.Such variety of loads regimes can cause
. BRIEF DESCRIPTION @ FRACTURE TOUGHNESS both a traumatic bone fracture due to the exceeding bone's

Unlike theyield strengththat evaluates a material's internalyield strength and en-traumatic fracture due to the lower
resistance to irreversible (plastic) deformation, fracturfsacturetoughness depending on bone quality.
toughness is a measure of the resistance of a material tdlip fractures are one of the most common types of
sudden and unstable growthmexistingmicro-cracksat the osteoporosiselated bone fractures. piroximately 90% of
stress concentration. Stressncentrations (or soalled stress hip fractures occur due to fafiom a standing heighi2, 13].
amplifiers) arethe areas in which stress is increased due tBrom this point of viewgonsidering hip fracture as a result of
sharp edges, large holeke regionof sudden shape changes,single high load exposure maymply lead to the conclusion
rapid changes in material grerties, or preexisting cracks. that the hip fractures adbrectly related to the insufficiency of
Such stress concentrateareas which are abundant in bone bone strengthAlthough this can be true to some exteatent
naturally, are the main source of crack initiation. order to  studies ao highlightel the possibility of involvingmicro-
prevent fracture, everal toughening mechanisnmich as cracks in fracture event. In such perspective, mitexksat
uncoiling of the collagen molecules, collagfiimer bridging, the stress concentration areas such as the Haversian canals and
un-cracked ligment etc. (Figure 1pxist in the bone to cement line may occur during the previous fall that did not
increase the required energy for a crack growth, therebgsultin a fracture or duringother activities that the bones
increasing fracture toughness of boitel0]. However, age were exposed to moderate loadich micrecracks inthe
and diseaseselated alterations in bone matrix and structurstress concentration areasy thencause sudden and rapid
may also damage these toughening mechanisms, resintinggrowthin crackswhich turn into bone fracture during the last
lower fracture toughness. Therefore, measuring the fractufi@ls or other activitie§13, 14]. Thereforejt can be oncluded
toughness of e has become one of the important aspects thfat hip fractures can be considerecad@®rm of fracture that
bone biomechanics during the past ded&e0]. occurs withinvolving both insufficiencies of bone strength
The fracture toughness, vahi is calculated as the stressand fracture toughness
intensity at the tip of the primary crack leading to rapid Atypical femur fractureswhich arecaused by longerm
unstable cracks, isgenerally confused with rmaterials use of drugs thahhibit boneresorption usually occur witha
toughness. The toughness of the material is the amountrapid and sudden transverse growth of a sirgbek after
energy absomx bya material before brealg and it is not feeling bonepain related to the accumulation of daméage
necessarily to be a surrogate measure of fracture toughimessthe bone[15, 16]. In terms of a biomechanical perspective
materials with low fracture toughness, such as glass atitese fracturesare emergedby uncontrolled crack growth
cerames, the crack grows smoothly and rapidly and thduring a single medium loallowing damage accumulation
materialcompletelybreaks down durinthefractureevent On  (i.e., micro-cracks accumulationh the bone whenthe bone
the other hand, in the case of polyethykyme plastics with has lower fracture toughneg$7]. Theefore, atypical femur
relatively high fracture toughness than glass and ceramic, thiactures arenostly considered as form of bondracture that
crack grows more sWly and does not shatter when theoccurs due to thmsufficiency of fracture toughness.
breaking event occursSimilarly, crack growth is more
torturous in the healthy bone due to the aforementioned V. CONCLUSION

toughening mechanisms (Figure 1) whereas a rumaok can  Many studies have beestablished the correlation between
easily and suddenly grow & huge size in unhelay bone.  pone strength and BMIPL8, 19|, which is currently used as
the gold standd in the diagnosis of osteoporosis well asn
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assessingbone fracture ris However, the relationship

between BMD and fractartoughness has been reported to bﬁa]

weak[9, 20]. Asalsodiscussed ihe previous studiefll, 13,
15, 17], every bone fracturassociated withaging and
diseases is not a form of fracture occurriag a result of

decrasing inbone strength. On the other hand, numerous
animal studies omnderstanithg the mechanisms leading to[15]

bone fractures astudiestesing a new form ofdrugstreatment
often examine thestructural propertiesof bone and BMD.

Such studies do not mogtreport mechanical properties of

bone or onlyreportthe strengh of whole bone.Sincenot all

bone fractures are caused hg same failure mechanism (e.g.,
insufficiency of bone strengththe studies that exclude the[17]

examination of materigdhechanicapropertiesonly provide us

limited understanthg on the causes of bone fractures 18]

Focusing orsolely changes in BMD, architectural structue
rarely bone strength may resitt an incomplete conclusian
Therefore,focusing on fracture toughness alongthwbone

strengthcan help ugo better understand the causes of bone
fractures and to develop new forms of diagnosis and

treatment. In this respect, congitg the possible
relationships discussed above withrespect to the bone
fractures it would beusefulto report fracture toughness

bone Such studiesan befurtherensured that the relationship

of fracture toughnesswith clinical bone fractures is
experimentally proved.
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