
 

 

functionalities of the components (Button, TextView, 
EditText, ListView, etc.) on the screens designed by the 
developer. 

Activity lifecycle is shown in Figure 1. [9]. 
 

 
Figure 1: Activity Lifecycle 

 
2) Layout 

Layouts are XML files used to design the user interface on 
Android. Layout XML files in res/layout folder. 
 

3) Service 
Service is the classes that perform the background 

operations in Android applications. It does not provide a UI.  
Service lifecycle is shown in Figure 2. [10]  

 

 

Figure 2: Service Lifecycle. 
 

4) Intent 
There may be more than one Activity or Service in Android 

applications. Intents are objects used in operations such as 
switching between activities, starting a new Activity or starting 
a Service. 
 

5) SQLite  
SQLite is an open source relational database management 

system used to perform database operations on Android 
devices. 
 

6) Shared Preferences 
Shared Preferences is used to store simple data in the 

Android operating system. It is more convenient to use Shared 
Preferences instead of using SQLite when need to store small 
size simple data. 
 

7) AndroidManifest.xml 
AndroidManifest is an XML file in the main directory of the 

project that keeps important information of the application and 
specifies the system permissions to be used in applications. 
This XML file is essential for running app. 
 

8) AsyncTask 
Android has its own AsyncTask thread class for Android 

developers. AsyncTask allows the main thread to be processed 
without interrupting and if UI update is required, it provides 
communication with the main thread. 
 

9) Content Provider 
Content Provider provides an interface built on a simple 

URI addressing model using the content: // scheme for transfer 
and publish data [11]. 
 

10) Android Mobile Devices and Hosting 
Lenovo P2a42 (Android version 6.0.1) smartphones, 

Samsung Galaxy Tab A6 (Android version 5.1.1) and also web 
hosting (GoDaddy) were used in this project. 

III.  APPLICATION STUDY  

Tested on Lenovo P2a42 (Android version 6.0.1) after 
application development. "Android adb terminal" was written 
on the monitored device for testing. 

The screenshot is shown in Figure 3. 



 

 

 
Figure 3: Keystrokes on the monitored device. 

  
Keystrokes on the monitored device can be remotely 

reviewed on the administrator device. Keystrokes are recorded 
on an hourly basis for application performance. The date is 
selected in the administrator device. If there are keystrokes in 
that day, keystroke records are listed as hourly segments. Date 
selection and hour segments in the administrator application 
are shown in Figure 4 and Figure 5. 
 

 
Figure 4: Date selection in the administrator app. 

 
Figure 5: Hour segments in the administrator app. 

 
The administrator can remotely display the keystrokes of the 

monitored device with the time information. Text entered in 
the monitored device can be reviewed on the administrator 
device. It is shown in Figure 6. 
 

 
Figure 6: Reviewing keystrokes on the administrator device.  

 
Android keylogger application works successfully, as shown 

in the figures. 



 

 

The application on the administrator device allows the 
display of keystrokes on the monitored device. Most of the 
similar apps in Play Store perform keylogger with their own 
keyboard instead of the original system keyboard. In this 
study, a new keyboard has not been developed; the keylogger 
function is performed with the original keyboard. Furthermore, 
unlike other applications, these keystrokes are remotely 
reviewed on the administrator device. 

IV.  CONCLUSION AND RECOMMENDATIONS 

Android was preferred in this study due to Android is the 
most used mobile operating system. 

Applications similar to the developed keylogger app in this 
project are available on the Play Store. Unlike these 
applications, in this study, a new keyboard has not been 
developed for the keylogger feature. The original keyboard 
was used for keylogger feature. 

As can be seen in the Application Study section and figures, 
the aim of paper has been achieved successfully. The 
keylogger feature can be used on the admin device. 

This application can also be improved and developed as a 
desktop and web application. 

Contrary to malicious spyware, such an application can be 
used especially for children controlling and monitoring by 
their parents. In that way, their surfing on the internet and 
texting can be controlled by their parents. 

In addition, this study was carried out to guide application 
developers and researchers who will work ethically in this 
regard. 
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Abstract - �,�Q�� �W�R�G�D�\�¶�V�� �Z�R�U�O�G���� �L�Q�I�R�U�P�D�W�L�R�Q�� �W�H�F�K�Q�R�O�Rgies are 

integrated into all vital and social elements. Besides, these 
technologies are attractive for the people of all ages. Each business 
has a life span like human beings and it is impossible for the 
businesses to adapt the competition and/or to survive by keeping 
away from the information technologies. The developments like 
artificial intelligence, expert systems and artificial neural networks 
(ANN), which provide future estimation to the businesses as well as 
aim the optimization of the conducted processes, are irreplaceable 
for these businesses. ANN, one of these techniques, has been 
started to be used frequently in business life thanks to the its 
success in producing solutions. In this study, general information 
about ANN is given, general information about business and types 
of businesses are explained and an example of ANN application is 
performed after literature research. To exemplify ANN, TOPSIS 
(The Technique for Order of Preference by Similarity to Ideal 
Solution) method of participation banks is applied to ANN in order 
to predict 2017 4th quarter data and performance is sorted. Based 
on the results, chosen banks are affected by the factors such as 
crises, exchange rate etc. and thus, it is detected that their 
performances are depended on extrinsic factors. 

 
Keywords - Business, Artificial Neural Network, Financial 

Failure Prediction  
 

I. INTRODUCTION 

In globalizing world economy, it is essential to use 
resources effectively to maintain operations of business.  Firm 
owners, employees, producers and consumers consistently 
look for ways to conduct their financial operations against 
rapidly changing economic conditions. Nowadays, ANN 
prediction technique is widely used in many areas. ANN 
methodology provides important advantages like learning 
mechanism, generalization, capable of working with infinite 
number of variables. ANN provides linear and non-linear 
modelling without dependency between input and output 
variables. Learning algorithm, organization of data set, 
estimation period etc. are influential on the performance of 
ANN. It is considered that a great number of trials and 
investigation would be helpful. 

ANN is a method, which can be applied in various areas as 
portfolio management, stock market index, and price 
estimation of gold, currency or stock certificate. ANN has 
become preferred in prediction problems since it utilizes from 
previous information and experiences and it can learn the 
complex relationships between variables [1].  

Research results show that most of the companies use 
financial failure prediction. In light of these findings, in this 
study, an application associated with financial failure 
prediction is done by means of ANN. 

The studies that have attracted attention in the literature 
review are as follows: �³Predicting bank failure: An 
improvement by implementing a machine-learning approach to 
�F�O�D�V�V�L�F�D�O�� �I�L�Q�D�Q�F�L�D�O�� �U�D�W�L�R�V�� ���+�D�Q�K�� �/�H�� �Y�H�� �9�L�Y�L�D�Q�L���� �����������´�� �>���@�� 

�³Predicting failure risk using financial ratios: Quantile hazard 
�P�R�G�H�O�� �D�S�S�U�R�D�F�K�� ���'�R�Q�J�� �Y�H�� �D�U�N������ �����������´�� �>���@���� �³�$�U�W�L�I�L�F�L�D�O�� �1�H�X�U�D�O��
Networks i�Q���%�X�V�L�Q�H�V�V�����7�N�D�F���Y�H���9�H�U�Q�H�U�������������´���>���@��  

In the course of literature research, it is seen that businesses 
study on using all sources of statistics and technology to fulfill 
the required conditions since it is not easy to keep pace with 
current competition world. Otherwise, it very difficult to 
maintain their operations for the businesses. 

When applications of ANN are examined, it is determined 
that the method has widespread application fields and obtains 
successful results [5]. If the studies are analyzed with respect 
to the sub-titles of business science, it can be realized that 
studies in marketing field mainly focus on demand estimation, 
price estimation, estimation of the prices of stock certificate, 
and sale estimations. The studies in management field 
concentrate on decision-making and process improvement. 
The studies in production field are mostly related to process 
monitoring, new product estimation and quality control. 
Lastly, it is noticed that the studies in finance field are 
generally focused on the estimation models and the 
comparison of the alternative models. 

When the studies are  investigated with regard to ANN 
models, it is seen that the researchers fundamentally 
concentrate on multilayered network method because this 
method provides intended skills. Besides, multilayered 
network method gives effective results in the applications in 
business field and the method is suitable with learning 
algorithms. 

In this study, the future estimation of financial success of the 
participation banks across the country are done via TOPSIS 
method. As a results, it is inferred that the financial conditions 
of the chosen banks are depended on extrinsic factors rather 
than internal factors. 

Data for the implementations are chosen from the ratio 
tables which are published on website (www.tkbb.org.tr-The 
Participation Banks Association of Turkey) for the years 
between 2010 and 2017. After forming decision matrix, the 
normalization procedure is applied to the data in order to make 
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them suitable for ANN method. Finally, 2017 4th quarter data 
are predicted. 

 

II.  ARTIFICIAL  INTELLIGENCE 

Artificial intelligence is a branch of science that deals with 
the ability of machines to produce solutions to complex 
problems like humans. To do this, in general, characteristics of 
human-brain are taught to the computer via algorithms or 
mathematical applications. Depending on the desired needs, 
more/less flexible or effective approaches can be presented 
with respect to the chosen mental attitudes. Albeit artificial 
intelligence is generally associated to the computer sciences, it 
has also close relationships with other science fields like 
mathematics, biology, psychology, philosophy etc. Combining 
of the information belonging to all these fields will eventually 
depend on the developments in artificial intelligence [6]. 

�7�K�H�U�H�� �D�U�H�� �G�L�I�I�H�U�H�Q�W�� �D�S�S�U�R�D�F�K�H�V���� �Z�K�L�F�K�¶�V�� �W�U�X�H�Q�H�V�V�� �R�U��
wrongness have not been proved yet, on artificial intelligence. 
Though some of the approaches seem more useful compared to 
the others, the new alternatives are frequently produced. The 
researchers of artificial intelligence has focused on solving 
some problems for 50 years. Therefore, they have divided into 
subjects like progressive computation, planning etc. In this 
context countless solutions have been implemented efficiently 
and reliably. 

A. Artificial Neural Network (ANN) 

ANN models are the most known and used artificial 
intelligence models. ANN models are non-linear and has the 
ability of parallel processing and they are an artificial 
intelligence application which can match an input data with 
output data. ANN is used in solution of the problems within 
the scope of the prediction, classification and clustering types. 
If literature is reviewed it will be seen that ANN is used in 
�I�L�Q�D�Q�F�H�����E�X�V�L�Q�H�V�V���D�Q�G���H�F�R�Q�R�P�\���D�U�H�D�V���L�Q���W�K�H�������¶�V���� 
 
The general properties that separates �$�1�1�¶�V�� �I�U�R�P�� �R�W�K�H�U��
learning algorithms can be listed as follows [7]. 
�x Non-linear:  There is a relation between all outputs and 

inputs. In linear systems, if one of the inputs is changed 
corresponding to this change an output also changes but it 
is related only with this changed input. In non-linear 
systems input and output changes are connected with all 
the network. 

�x Error tolerance: Due to having parallel distributed 
parameters of the ANN every computation is an isolated 
island within its own region. Because of this, even if 
affected component is damaged the system would not 
stop. ANN system having an error tolerance means that 
information is distributed over the system.  

�x Supervising process: Neural network can solve complex 
problems owing to its ability to change its own 
parameters. In this case although valid parameters of the 
problem are unknown network can provide the solution by 
itself. 

�x Learning process: Output-input or only input data are 
required so that ANN can learn a problem. Learning 

cluster has to have sufficient number of data. Learning 
process can be defined as a process which obtains weight 
data defining the relationship between input and output 
layers.  

�x Generalization: Neural network not only produces 
supervised data but also describes new data. 

�x Memory: In biological systems, data are dispersedly kept. In 
ANN, memory is distributed into multiple local sub-
memories. Connections constants are ANN memory types. 
The values of weights represent the current information 
state of the network.  

B. Structure and Working Principle of Artificial Neural 
Cells 

The structure of the human brain convinced scientists to 
work on it because of the outstanding properties of it. By 
copying the neuro-physical structure of the brain, a similar 
mathematical model was tried to be extracted. Various 
artificial cells and network models have been developed to 
fully implement the brain structure and behavior. As a result 
of these studies, artificial neural networks have emerged as 
different branches of the algorithmic calculation method [8]. 
 As in the neural cells of biological neural networks, 
artificial neural networks also have artificial neural cells. 
Artificial neural cells are also referred to as process 
elements in engineering science. As shown in figure 1, each 
process element has five basic elements. These are; inputs, 
weights, aggregation function, activation function and 
outputs. 
 

 
Figure 1: Artificial neural network cell 

C. What is Business? 

Business is the production units that brings together 
production factors in a planned and systematic way with the 
aim of producing service and profit [9]. 

Generally businesses have three goals: 
�x Profit-making: In addition to being used as a measure in 

evaluating and inspecting the success level of the 
business, it is also a tool that allows it to fulfill its legal 
obligations to the government such as tax to be paid etc. 
It appears as the main purpose of the businesses. 

�x Service to the community: Businesses give a part of their 
profits to the state as taxes, another part of the profit is 
distributed to the partners and employees to fulfill their 
responsibilities. Thus, the advantage of being more 
successful and long-lasting is obtained. 



 

 

�x Maintaining the business: Businesses must establish a 
consistent balance to achieve their goals of making a 
profit and serving the community. When this balance is 
established, the business will be long-lasting. If the 
business intends to generate excessive profits in a short 
time; it would either keep the price of the goods and 
services offered high or offer cheap quality goods, as a 
result of which the business would have to withdraw 
from the market after a certain period of time. 

D. Financial Failure   

If businesses have a difficulty fulfilling their financial 
obligations or never meet them, this is called financial failure. 
Not predicting financial failure or failing to make the right 
decisions while in it results in bankruptcy. 

The technological developments and globalization tendency 
and the subsequent disappearance of the financial limits have 
increased the importance of estimation and decision making. 
Accurate and right decisions are substantial given this financial 
uncertainty. In this period, companies that made wrong 
decisions had to experience the financial failure. The concept 
of financial failure began to arise from the business literature 
in the 1960s and in 1970s with the oil crisis it is revealed that 
estimating financial failure is essential [1, 5].  

III.  APPLICATION 

The TOPSIS method was introduced based on the studies of 
Chen and Hwang (1992) [10] and Demireli (2010) [11]. 
TOPSIS method is one of the decision making methods with 
decision matrices having multiple criteria. In the method, 
alternatives are processed according to the predetermined 
criteria and the results are compared between maximum and 
minimum values. The multi-criteria decision-making problem 
having n number of alternatives and m criteria can be 
represented by n-points in the m-dimensional space (Eleren 
�D�Q�G�� �.�D�U�D�J�•�O���� ������������ �>�����@���� �+�Z�D�Q�J�� �D�Q�G�� �<�R�R�Q�� �������������� �>�����@��
constituted the TOPSIS method originates from the 
assumption that the solution alternative would be the shortest 
distance to the positive ideal solution point and the farthest 
distance to the negative ideal solution point. 

This study covers the ratio data of a participation bank 
operating in Turkey. Data are published by Participation 
Banks Association of Turkey for the years between 2017 and 
2010. It is thought that the study is influenced by the external 
factors since dataset incorporates the data of the 2010 
international crisis and 2012 Euro crisis. These data are used 
to determine the financial performance of the company by 
being subjected to the decision matrix, normalization and 
weighting processes of TOPSIS method. The ratios and 
significance coefficients included in the process are shown in 
Table 1. 

A significant portion of the determined ratios are shaped 
around the asset totals and profitability ratio. Another 
remarkable point is that the table includes the financial 
performance ratios of firms. These ratios indicate the financial 
success / failure of the companies. 

 
 

Table 1: Decision matrix weight values 

Criteria 
Weight 
Vector 

Input 
Parameters 

Equity / Total Assets 0.1 X1 
Total Loan / Total 
Assets 

0.1 X2 

Non-performing Loan / 
Total Loan 

0.1 X3 

Fixed Assets / Total 
Assets  

0.1 X4 

Liquid Assets / Total 
Assets 

0.1 X5 

Liquid Assets / Short 
Term Liabilities 

0.1 X6 

Net Profit For the Period 
/ Total Assets 

0.1 X7 

Net Profit For the Period 
/ Total Shareholders' 
Equity 

0.1 X8 

Net Profit Share Income 
After Specific Provisions 
/ Total Assets 

0.1 X9 

Net Profit Share Income 
After Specific Provisions 
/ Total Operating Income 

0.1 X10 

 
In this study, forward feedback multilayered propagation 

algorithm which is widely used for estimation is used. The 
generated ANN has 10 inputs and 1 output. Input parameters 
for this model; Equity / Total Assets (X1), Total Loan / Total 
Assets (X2), Non-performing Loans / Total Loan (X3), Fixed 
Assets / Total Assets (X4), Liquid Assets / Total Assets (X5), 
Liquid Assets / Short Term Liabilities (X6), Net Profit For the 
Period / Total Assets (X7), Net Profit For the Period / Total 
Shareholders' Equity (X8), Net Profit Share Income After 
Specific Provisions / Total Assets (X9), Net Profit Share 
Income After Specific Provisions / Total Operating Income 
(X10) and output parameter; Log (Total Assets) (Y) consists 
of 11 parameters. For the ANN training and test processes, a 
total of 352 data sets were used (32 from each parameter).  

In practice, the model that the first procedure was chosen by 
considering the MSE (Mean Square Error) error rate which is 
considered to be the most suitable after many trainings. The 
formula used for the MSE calculation is given in Equation 1 
[14]. 
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Here; di is the target or actual value (log (total assets)), Oi is 
output or estimated value (ANN), n is the number of output 
data. 

26 of 352 data were used for training and 6 of it were used 
for testing. Levenberg-Marquardt (trainlm), Bayesian 
Regularization (trainbr), Gradient Descent Backpropagation 
(traingd) algorithms were used for training and testing, and the 
results were obtained. In order to determine the transfer 
function Hyperbolic Tangent Sigmoid (tansig), Logistic 
Sigmoid (logsig) and Linear (purelin) transfer function 



 

 

developed in Matlab software was run with the program. In the 
training and testing process, the number of neurons in the 
hidden layer is 5, 10, 15, 20, 25, 27, 30, 33, 38, 40, 50 and the 
number of epoch is 5, 10, 15, 19, 21, 24, 28, 31, 35, 40, 50 
and was run individually. The best result was obtained in the 
trainlm algorithm, logsig transfer function, 21 epoch 10-25-1 
model. In this case, MSE were found 0.00004 and 0.00436 in 
training and the testing respectively.  

 
Figure 2: Comparative graph of actual data and results of training 

process with ANN (10-25-1 model)   

 
Figure 3: Comparative graph of actual data and testing results with 

ANN (10-25-1 model)  
 

The importance of the variables used in the study is equal to 
each other. But as it is known, the most important factor, 
regardless of the sector, is profitability. Successful businesses 
generally continue to live with high profit margins. Another 
factor that concerns the profitability ratio is the debts and 
payment obligations. The costs and expenses of excessively 
indebted enterprises will increase and the business will not be 
able to continue their financial lifetime. Our results have 
supported the literature studies and industry. Turkish banking 
is seen to be highly affected by external variables such as 
international variables, economic crisis etc., especially in 
today's values. Figure 4 and Figure 5 show that the ANN 
model was successful in the training data not very good results 
in the test data. Correlation analysis; the correlation rate of the 
training output was 0.99598 and it was found to have a high 
rate. The correlation rate of the test outputs is 0.79525 and has 
a good rate, although not successful (Figure 4 and Figure 5). 
But it is not enough for the application. 

 
Figure 4: Graph of relationship between ANN training values 

 
Figure 5: Graph of relationship between ANN test values 

IV.  RESULTS AND RECOMMENDATIONS 

Rapid changes in the economic and social spheres all over 
the world especially after 1980 increased the necessity of 
financial growth and development of the countries and this led 
to the freedom of financial field. The risks and the number of 
risks faced by the businesses exposed to these developments 
have increased. Another result of economic freedom is 
globalization. The integration of financial systems together 
with globalization has increased the fragility of banks against 
external factors, shocks and crises.  

Today's modern business structures must constantly change 
to adapt to new technologies and structures. Information 
technologies are included in business strategies as they provide 
conveniences and opportunities in international competition, 
flexibility in management and production of new products and 
services.  

The developments in information technologies have 
increased the business intelligence in an accurate manner. The 
skills of the ANN, the obscurity in its structure, increased the 
work on this subject and kept it up to date.  

The number of problems that the ANN cannot solve due to 
the applicability, generalization, accuracy, and predictive skills 
is very small. However, as it can be seen from the studies, 
success is directly proportional to the architecture and network 
structure for successful ANN applications. ANN is generally 



 

 

used for estimation, data classification, data mapping, 
diagnosis and improvement. As a result of the literature 
reviews, ANN has been applied in finance, marketing, 
management and production fields with various subtitles and 
achieved high success. In addition, where the studies are 
applied; in terms of time, efficiency, process control, quality 
control, it has been found that it brings high gains to 
businesses. 

In order to improve the test condition, especially in ANN, 
the network structure can be changed. Or different artificial 
intelligence techniques can be used as hybrids.  
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Abstract - Human activity recognition using different types of 

sensors is used for many applications, such as well-being. Motion 
sensors integrated in smartphone and smartwatch devices are 
suitable platforms to recognize daily activities. In this paper, the 
objective is to recognize some activities where hand movements 
play an important role, such as smoking and eating. We use a 
dataset of 45 hours collected from 11 participants. The dataset 
includes both simple activities, such as sitting and standing, and 
complex activities, such as smoking while walking and drinking 
while standing. In total, we have ten different activities in our 
dataset and most of them have similar patterns. We use 
accelerometer and gyroscope sensors available on smart phones 
and smart watches, which are commonly used motion sensors. We 
first determine the high impact features in order to reduce the 
number of features and choose the most efficient ones, by 
applying feature selection algorithms. We use random forest 
classifier to determine the impact of using smartwatch sensors 
alone, smartphone sensors alone and the fusion of two on the 
recognition performance of activities.  The results show that 
fusion of the sensors on the two devices increases recognition 
performance of the considered activities. By using sensors from 
both devices, we achieve an increase of 21%, 43%, 44% and 5% 
for smoking related, drinking related, eating and simple (sitting, 
standing and walking) activities respectively, compared to using 
only phone sensors. 
 

Keywords - Activity recognition, wearable computing, motion 
sensors 
 

I. INTRODUCTION 

he use of smart devices such as smartphones and 
smartwatches is growing rapidly thanks to the 
technological advancements. Smartphone and smartwatch 

devices are equipped with various sensors, such as 
accelerometer, gyroscope, magnetometer and GPS. 
Accelerometer and gyroscope sensors can be used to capture 
movements and detect human activities.  While smartphones 
are efficient to detect simple activities, such as walking and 
biking, the smartwatch is more convenient to recognize 
complex activities where hand-wrist movements play an 
important role, such as smoking or drinking. In real life, both 
complex and simple activities are performed together. 
Therefore, using smartwatch in addition to smartphone can 
have a positive impact on the overall performance of the 
recognition of daily activities. 

As mentioned, using only a smartphone can be insufficient 
to detect complex activities and it can be difficult even for the 
simple activities if the user does not carry phone with him/her. 
In daily life, users smoke while standing or drink a coffee 
while standing. Besides, smoking, eating and drinking 
activities can be easily confused with each other as they have 
similar hand-wrist movements. 

In this paper, we investigate the individual use of 
smartphone and smartwatch sensors as well as their fusion to 
recognize complex and simple human activities. For this 
purpose, we collected data from 11 participants for 10 
different activities. The dataset includes both simple and 
complex activities: smoking while sitting (smokeSD), smoking 
while standing (smokeST), eating (eat), drinking while 
standing (drinkSD), drinking while sitting (drinkST), sitting 
(sit), standing (stand), smoking while walking (smokeWalk), 
walking (walk) and smoking in a group conversation 
(smokeGroup). As can be seen from the dataset, activities were 
performed both alone and in combination with each other and 
complex activities have similar patterns and this makes 
recognition of our activities more challenging. 

 In total, we extract 45 features from accelerometer (ACC) 
and gyroscope (GYR) sensors. We use four dimensions of 
sensors (x, y, z and magnitude) then we apply several feature 
selection algorithms to find the best features with the specific 
dimensions. Instead of using all the features, this method will 
decrease the number of features to extract, that in return 
decreases computational cost and removes unnecessary 
features from the feature list. The main highlights of the paper 
are as follows: 
▪ We make an analysis using a smartphone and a 

smartwatch: we investigate the use of these two devices 
individually and in combination. Some activities such as 
standing were well recognized, but we want to observe 
the impact on devices for more complex activities. 

▪ We analyse if using only a smartwatch will achieve a 
good enough accuracy for simple activities. 

▪ We use feature selection algorithms to make a prudent 
selection of features to save more energy on battery 
limited devices. 

The rest of the paper is organized as follows. We describe 
the related work in Section II, methodology for activity 
recognition in Section III, performance evaluation in Section 
IV and finally we present the conclusions in In Section V. 
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II.  RELATED WORK 

In recent years, recognition of daily human activities using 
sensors integrated in portable devices is extensively studied in 
the literature [1, 2, 3]. In most of them smartphone sensors are 
used to collect the data [4, 5, 6]. With the increase in the use 
of smartwatches, researchers try to recognize some activities 
using smartwatches which were difficult to recognize using 
only smartphones [7, 8].  

In [8], researchers aim to detect 13 daily human activities 
using the fusion of smartwatch and smartphone sensors.  
However, instead of using a real smartwatch device, they 
attached a smartphone on the right wrist of participants. The 
second smartphone was in the pocket position. Their dataset 
has two different types of activities: simple activities, such as 
walking, jogging and sitting and complex activities, such as 
smoking, eating and typing. They use mean and standard 
deviation features that they chose manually for four 
dimensions (x, y, z and magnitude). Accelerometer and 
gyroscope sensors were used individually and in combination. 
They reported that fusion of smartwatch and smartphone 
sensors achieved a high accuracy for the complex activities 
which were difficult to recognize only with a smartphone in 
the pocket. Besides that, the fusion of two did not bring a 
significant difference for the simple activities. 

Similarly, in [7], authors use fusion of smartphone and 
smartwatch sensors to increase the accuracy of activity 
recognition. However, their dataset contains only four 
activities which are walking, sitting, standing and driving. To 
collect driving data, they ask the participants to simulate the 
action of driving, it does not represent the real activity. They 
state that, particularly for driving activity, using only a 
smartphone can be insufficient. For example, being a driver 
can be easily confused with being a passenger using a 
smartphone located at the front pocket.   They use data of 
accelerometer in three axes (x, y and z). As a feature set, they 
use mean, standard deviation and fusion of these two. 

In [9], they indicate that during the human activity 
recognition process, feature selection (type and number of 
features) has an important effect on the computational 
complexity using wearable devices. In [10], researchers create 
an initial feature set using seven feature (in three dimensions) 
and apply three feature selection algorithm using Weka tool 
[11]. They aim to obtain most efficient features. While 
retaining a certain accuracy, this will increase the number of 
features by eliminating inefficient features automatically. 
Therefore, unnecessarily consumed energy will be saved. In 
addition, instead of taking all axis of chosen features at the 
beginning, this will allow finding the efficient dimension(s) of 
features. 

In this study, our focus is on the comparison of the impact 
of smartwatch sensors on the recognition performance of 
complex activities in addition to smartphone sensors. For this 
purpose, our dataset contains several smoking variations and 
some other activities which have very similar hand-wrist 
movements as smoking, such as drinking and eating. Besides, 

different from our previous works, we realize a prudent feature 
selection to determine the best features automatically. This 
will allow saving more resources which is very important 
particularly for smartwatches. 

 

III.  METHODOLOGY 

A dataset of 45 hours was collected with eleven participants 
(9 male, 2 female), aged from 20 to 45. While collecting 
data, two devices which are smartphone (Samsung Galaxy 
S2 or S3) and smartwatch (LG Watch R, LG Watch Urbane 
or Sony Watch 3) are connected through Bluetooth. All 
participants carried smartphone in the right pocket of their 
pants and smartwatch on their right wrist to capture their 
hand-wrist movements directly. A sampling rate of 50 Hz 
was selected for this study as this is sufficiently higher to 
recognize these daily activities. Dataset contains smoking 
activities in different forms and some other activities which 
are very similar hand-wrist movements, such as eating.  In 
total, there are ten different activities which are smoking 
while standing (smokeSD), smoking while sitting 
(smokeST), eating (eat), drinking while standing (drinkSD), 
drinking while sitting (drinkST), standing (stand), sitting 
(sit), smoking while walking (smokeWalk), walking (walk) 
and smoking in a group conversation (smokeGroup). Dataset 
includes readings from several sensors such as 
accelerometer, gyroscope, and magnetometer, but in this 
study, we are particularly interested in using accelerometer 
and gyroscope in three axes. 
The short definitions of the two sensors used in this work 

are as follows:  
▪ Accelerometer: The sensor measures the acceleration of 

the device. It is quantified in meters per second squared 
(m/s2).   

▪ Gyroscope: The sensor measures the orientation of 
device. It is quantified in radian per second (rad/s). 

In this study, the following features are computed from the 
accelerometer and gyroscope readings over a time window: 
▪ Mean: The average value of a set of numbers. 
▪ Median: The middle value of sorted a set of numbers. 
▪ Standard deviation (std): The square root value of the 

variance. 
▪ Minimum (min): The lowest value in a set of numbers 
▪ Maximum (max): The highest value a set of numbers 
▪ Skewness: The measure of symmetry, or more exactly a 

lack of symmetry. A distribution or a set of numbers is 
symmetric if it is identical to the left and to the right of 
the central point [12]. 

▪ Kurtosis: The measure of if the data are in heavy tail or in 
light tail compared to a normal distribution. In the other 
words, a set of numbers in kurtosis raised tend to have 
heavy tails or absurd values. a set of numbers to weak 
kurtosis tend to have light tails, or lack of absurd values. 
A uniform distribution would be the extreme case [12]. 

▪ Range: The difference between the highest and lowest 
value in a set of numbers. 



 

 

▪ Integration: The measure of the signal area under the data 
curve. The measure used to estimate speed and distance 
of a signal, particularly signal of accelerometer sensor. 
[13] 

▪ Correlation: The measure used as a marker of exchange 
between each pair of axes.  

▪ Root Mean Square (rms): The square root of the sum of 
each value in a set of numbers, known also as the 
quadratic mean. 

▪ Absolute Difference: Sum of absolute differences 
between each set of number and the average of set 
divided by the length of the set of number. 

Feature selection is investigated to determine the most 
predictive attributes (named also as features in the text). In 
Weka tool [11], feature selection is divided into two parts 
which are attribute evaluator and search method. Attribute 
evaluator is the technique which evaluates each attribute in the 
dataset. Search method investigates different feature 
combinations to observe a list of chosen features. Feature 
selection techniques used in this study are described below. 
The first seven belongs to the attribute evaluator and the rest to 
the search method. These brief definitions are taken from the 
online documentation of Weka [11].  
▪ CfsSubsetEval: Evaluates the worth of a subset of 

attributes by considering the individual predictive ability 
of each feature along with the degree of redundancy 
between them. 

▪ CorrelationAttributeEval: Evaluates the worth of an 
attribute by measuring the correlation (Pearson's) 
between it and the class. 

▪ GainRatioAttributeEval: Evaluates the worth of an 
attribute by measuring the gain ratio with respect to the 
class. 

▪ InfoGainAttributeEval: Evaluates the worth of an 
attribute by measuring the information gain with respect 
to the class. 

▪ OneRAttributeEval: Evaluates the worth of an attribute 
by using the OneR classifier. 

▪ ReliefFAttributeEval: Evaluates the worth of an attribute 
by repeatedly sampling an instance and considering the 
value of the given attribute for the nearest instance of 
the same and different class.  

▪ SymmetricalUncertAttributeEval: Evaluates the worth of 
an attribute by measuring the symmetrical uncertainty 
with respect to the class. 

▪ BestFirst: Searches the space of attribute subsets by 
greedy hillclimbing augmented with a backtracking 
facility.  

▪ GreedyStepwise: Performs a greedy forward or backward 
search through the space of attribute subsets.  

▪ Ranker: Ranks attributes by their individual evaluations.  
During this study, except feature selection, python 

programming language with Scikit-learn [14] machine learning 
library was used. Feature extraction was made separately, one 
for the complex activities which are smokeSD, smokeST, 
drinkSD, drinkST, smokeWalk and smokeGroup, and one for 
the simple activities which are sit, stand and walk. Features are 
extracted from four dimensions of sensors: x, y, z and 

magnitude (the sum square root of x, y and z axis). As the 
focus of using a gyroscope with accelerometer is recognizing 
complex activities, we extract both ACC (accelerometer) and 
GYR (gyroscope) features for the complex activities while 
extracting only ACC features for the simple ones. Then, we 
realize feature selection using the Weka tool. Using selected 
features, Random Forest algorithm was used for the 
classification because this algorithm is more efficient than a 
Decision Tree. By creating many trees different as possible, a 
weakly correlated population is obtained, and it gives results in 
a short time. For the evaluation method, 10-fold cross 
validation without shuffling was used. In this study, we 
investigate six sampling rates (1, 2, 5, 10, 25 and 50 Hz) with 
four window size (5, 10, 20, 30 seconds). We generate these 
lower sampling rates data from 50 Hz data. Due to the limited 
space, in the rest of the paper, we only report the best results 
which are obtained using 50 Hz with 20 seconds. 

 

IV.  PERFORMANCE EVALUAT ION 

In this section, firstly, we present the results of feature 
selection and classification analysis. 

We use Python programming language for feature extraction 
and classification. We used a Python-based machine library 
which is Scikit-learn [14] to realize the classification phase. 
We use Random Forest classifier with a number of eleven trees 
and as a validation method, we use 10-fold stratified cross-
validation without shuffling. At each iteration, the validation 
method divides the dataset into ten equal subsets. Then, it uses 
nine parts for training one part for testing. We present f1-score 
as a performance metric and it ranges between zero and one. 
For the ease of reading, in the text, we present it in terms of 
percentages. 

Firstly, we perform the feature selection phase. We try to 
find one feature set for the simple activities using 
accelerometer and one for the complex activities using the 
fusion of accelerometer and gyroscope sensor. After feature 
extraction as mentioned in Section III, we give two input files 
(one for the simple activities and one for the complex 
activities) consecutively to the feature selection algorithm on 
�W�K�H�� �:�H�N�D�� �W�R�R�O���� �0�R�V�W�� �R�I�� �W�K�H�� �D�O�J�R�U�L�W�K�P�V�¶�� �V�H�D�U�F�K�� �P�H�W�K�R�G�� �Z�D�V��
based on the ranking features in a certain range. For example, 
OneRAttributedEval ranks features between approximately 17 
and 45, and GainRatioAttributeEval ranks between 0.02 and 
0.28 for complex activities. However, certain feature selection 
algorithms use other search methods such as BestFirst which is 
binary (0 for not selected and or 1 for selected features. These 
different score ranges of algorithms complicate understanding 
which features is more successful. To avoid this difficulty, we 
normalized data to 0-1 range, called as min-max 
normalization. For each feature such as ACCMEAN-X (mean 
�R�I�� �D�F�F�H�O�H�U�R�P�H�W�H�U�¶�V�� �[�� �D�[�L�V���� �R�U�� �*�<�5�5�0�6-M (rms of 
�J�\�U�R�V�F�R�S�H�¶�V�� �P�� �D�[�L�V������ �Z�H�� �V�X�P�� �X�S�� �W�K�H�� �Q�R�U�P�D�O�L�]�H�G�� �V�F�R�U�H�V�� �J�L�Y�H�Q��
by each algorithm, which give us a total score for each feature. 
For the simple activities features total scores were between a 
range of 0 and 8.87 and for the complex, scores were between 



 

 

0 and 8.78. We created three separate classes by dividing these 
intervals into three parts and put each feature in the 
appropriate class according to its total score. The names of 
classes are high impact, medium impact, and low impact 
features. For simple activities, 4 features from 45 and for 
complex activities, 9 features from 90 belong to the high 
impact group.  The high impact features are presented in Table 
1. 

 
Table 1: High impact features 

Simple Activities Complex Activities 
ACCMAX-X ACCMAX-X 
ACCMIN-X ACCMEDIAN-X 
ACCRMS-X ACCRMS-X 
ACCRMS-Z ACCSTD-X 
 ACCRANGE-X 

 GYRSTD-Z 
 GYRMEDIAN-M 
 GYRMIN-Z 
 GYRMAX-Z 

 
By reducing the number of features from 90 to 11, the 

computational complexity is also reduced. In return, this 
directly affects the battery consumption of the smart devices. 
Once high impact features are selected, we realize the 
classification phase using only these features. To better 
understand the performance of our devices, we consider three 
different cases. In the first case, we evaluate performance of 
activities using only smartphone data, in the second only 
smartwatch data and in the end the fusion of smartphone and 
smartwatch data. Classification results using accelerometer and 
gyroscope sensors for three cases are presented in Figure 1. 
All activities are recognized with the highest f1-score using 
smartwatch-smartphone, except walking. For all activities, the 
smartwatch performs better than the smartphone.  

 

 
Figure 1: Recognition performance of activities using smartphone, 

smartwatch and smartwatch-smartphone in term of f1-score. 
 
We observe the lowest performance for drinkST using only 

smartphone. For the simple activities (sit, stand and walk), 
both smartwatch, smartphone and smartwatch-smartphone 
achieve over an 85% f1-score. Therefore, simple activities do 
not necessitate the use of smartwatch sensors.  However, 
complex activities are recognized within a range of 30%-51% 
which is relatively low. This is expected since the phone was 

carried in the pocket and it is challenging to capture wrist 
movements. Thus, using smartwatch and smartphone together 
have an important impact on the recognition performance of 
complex activities. For example, for the drinkST activity 
which has the lowest performance in all, we could achieve a 
performance of 76% using the two devices together. Besides, 
for the simple activities since we already achieve the highest 
performance with the phone sensors, using the combination of 
the devices did not improve the performance, thus, only the 
smartphone would suffice. For example, stand activity has a 
performance of 99% in three cases. 
 
Table 2: Confusion matrix using accelerometer sensors of smartwatch 

and smartphone. 
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smokeSD 647 7 0 57 0 0 4 3 0 225 
smokeST 6 716 18 29 115 4 0 0 0 13 

eat 0 27 829 6 80 0 0 0 0 0 
drinkSD 77 17 9 773 8 0 4 4 0 49 
drinkST 0 118 79 24 639 9 0 0 0 2 

sit 0 1 0 1 3 937 0 0 0 0 
stand 0 0 0 0 0 0 940 1 0 0 

smokeWalk 0 1 0 5 0 0 0 389 14 7 
walk 0 0 0 2 0 0 0 18 395 0 

smokeGroup 246 10 0 68 1 0 0 17 0 410 

 
 

Table 3: Confusion matrix using accelerometer and gyroscope 
sensors of smartwatch and smartphone. 
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smokeSD 701 13 0 60 0 0 3 1 0 164 
smokeST 10 747 3 33 141 0 0 0 0 7 

eat 0 12 864 25 41 0 0 0 0 0 
drinkSD 89 11 5 775 17 0 6 2 0 36 
drinkST 6 113 64 29 699 7 0 0 0 3 

sit 0 0 1 0 4 937 0 0 0 0 
stand 0 0 0 0 0 0 940 0 0 1 

smokeWalk 0 0 0 2 0 0 0 395 16 3 
walk 0 0 0 3 0 0 0 21 391 0 

smokeGroup 253 5 0 64 1 0 0 10 0 419 

 
We also investigate whether using only the accelerometer 

sensor would achieve a good score in comparison to using 
both accelerometer and gyroscope. The confusion matrices of 
the accelerometer and the fusion of accelerometer and 
gyroscope are given in Table 2 and 3, respectively. 
Particularly, smokeSD and smokeGroup activities are mostly 
confused with each other. The reason can be that some 
participants did not talk much in a group conversation. 
Accordingly, they did not or performed the hand-wrist 
movements less. Smoking and drinking while sitting are the 
second most frequently confused activities. However, they are 
confused almost half of times of smokeSD and smokeGroup 
confusions. As expected, sitting, standing and walking 



 

 

activities are less confused. When we compare the results in 
Table 2 and 3, sit and stand activities achieve the highest 
recognition performance and adding the gyroscope sensor did 
not change the number of true predicted activities. However, it 
positively impacted the recognition of complex activities. But 
this effect is not remarkably high. Hence, if battery is a 
concern, then the use of only accelerometer may also be 
sufficient with an acceptable recognition rate. 

 

V. CONCLUSION 

In this paper, the main motivation was to evaluate the 
recognition performance of smoking activity by using motion 
sensors of smartwatch and smartphone devices. We 
investigated the impact of using only smartphone, only 
smartwatch and as well as their fusion. For this purpose, we 
used a dataset collected from eleven participants for ten 
different activities: smokeSD, smokeST, eat, drinkSD, 
drinkST, sit, stand, smokeWalk, walk, smokeGroup. 
Recognition of these activities is a challenging issue because 
most of activities involve similar hand movements, as in case 
of smoking while sitting and drinking while sitting or smoking 
while talking and smoking while standing. We used a dataset 
including 45 features (in x, y, z and magnitude axis) which are 
commonly used features in activity recognition domain for 
each two sensors. Instead of getting them as a single huge 
group of features or select some features manually, we applied 
feature selection algorithm to determine high impact features 
and created our feature set using only 9 features.  

Considering the results, it seems that the activities are 
especially confused when they have similar patterns with 
drinking and smoking using data collected by the smartwatch. 
We can say that the better result is obtained using fusion of the 
accelerometer and gyroscope. It can be said clearly that the 
performance of fusion of the smartphone and smartwatch is 
better than the smartphone alone, except sit and stand activities 
which have already good performances. Besides, to better 
determine the best features with their efficient axes, feature 
selection algorithms are useful.   We observe that the 
smartwatch is more precise for the recognition of the 
considered human activities. As a future work, battery 
consumption on a smartwatch and smartphone by applying the 
same methodology can be studied. Besides, additional sensors, 
such as linear accelerometer or magnetometer can be used. 
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