functionalities of the components (Button,
EditText, ListView, etc.) on the screens designed by the

developer.

Activity lifecycle is shown in Figure. 19].
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Figure 1:Activity

2) Layout

Layouts are XML files used to design the user interface

Lifecycle

Android. Layout XML files in res/layout folder.

3) Service

Service § the classes that perform the backgroun
operations in Android applications. It does not provide a UlI.

Servicelifecycle is shown in Figure 210]
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Figure2: Servicelifecycle.

4) Intent
There may be more than one ity or Service in Android
applicaions Intents are objects used in operations such as
switching between activities, starting a new Activity or starting
a Service.

5) SQLite

SQLite is an open source relational database management
system used to perform database operations on Android
devices.

6) Shared Preferences

Shared Preferences is used tstore simple data in the
Android operating systentt is more convenient to use Shared
Preferences instead of using SQLite when need to store small
size simple data.

7) AndroidManifest.xml
AndroidManifest is an XML file in the main directory of the
project hat keeps important information of the application and
specifies the system permissions to be used in applications.
This XML file is essential for running app.

8) AsyncTask

Android has its own AsyncTask thread class for Android
developersAsyncTask allowshe main thread to be processed
without interrupting and if Ul update is required, it provides
communication with the main thread.

9) Content Provide

Content Provider provides an interface built on a simple
RI addressing model using thentent: //schene for transfer
nd publish datfl1].

10) Android Mobile Deviceand Hosting

Lenovo P2a42 (Android version 6.0.1) smartphones
Samsung Galaxy Tab A6 (Android versiori.1) andalso web
hosting(GoDaddy)were used irthis project

Ill.  APPLICATION STUDY

Tested on Lenovo P2a42 (Android version 6.0.1) after
application developmentAndroid adb terminal" was written
on the monitored device for testing.

The screenshot is shown in Figure 3.
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Figure 3:Keystrokeson the monitoreddevice . - -
Figure5: Hour segments in the administratopap
Keystrokes on the monitored device can be remotely
rewewehd orlthebadr'nnpstrator?ew.ce.Keysftrokesfa;e rgcorqed monitored device with the time informatiofext entered in
on an hourly basis for app |cat|9n performancee date 'S" the monitored device can be reviewed on the administrator
selected in the administrator devitethere are keystrokes in yayice. It is shown in Figure 6.
that day keystroke records are listed as howdgmentsDate
selectionand hour segments in the administrator application
areshown in Figure 4 and Figure 5. ®.09 22116

The administrator can remotely display the keystrokes of the
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Figure6: Reviewing keystrokes otfie administrator device

Android keylogger application works successfully, as shown

Figure4: Date selection in thadministratorapp in the figures.



The application on the administrator device allows the
display of keystrokes on the monitored device. Most of the
similar apps in Play Store perforkeylogger with their own
keyboard instead of the original system keybodrd.this
study, a new keyboard has not bekavelopedthe keylogger
function is performed with the original keyboaFdirthermore,
unlike other applications, these keystrokes are remotely
reviewed on the administrator device.

IV. CONCLUSIONAND RECOMMENDATIONS

Android was preferred in this study due to Android is the
most used mobile operating system.

Applications similar to the developed keylogger app in this
project are available on the Play Storbnlike these
applications, in this study, a new keybdahas not been
developed for the keylogger featurehe original keyboard
was used for keylogger feature.

As can be seen in thfpplication Studysection and figures,
the aim of paper has been achieved successfully. The
keylogger feature can be usedtheadmin device.

This application can also be improved and developed as a
desktop and web application.

Contrary to malicious spyware, such an application can be
used especially for children controlling and monitoring by
their parentsin that way, their suiig on the internet and
texting can be controlled by their parents.

In addition, this study was carried out to guide application
developers and researchers who will work ethically in this
regard.
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Research results show that most of the companies use

Abstract - ,Q WRGD\TV ZRUOG L Qi&SURD Wikdn&lal ¥ItrE HrR&I&IGN. In light of these findings, in this

integrated into all vital and social elements. Besides, thes%tudy an application associated with financial failure
technologies are attractive for the people of all ages. Each business =’ . .
rediction is done by means of ANN.

has a life span like human beings and it is impossible for theP > . . .

away from the information technologiesThe developmentdike review are as follows Predicting bank failure: An

artificial intelligence, expert systems and artificial neural networks improvement by implementing a machilearning approach to

(ANN), which provide future estimation to the businesses aswellaF ODVVLFDO ILQDQFLDO UDWLRV +DQK |
aim the optimization of the conducted presses, are irreplaceable predicting failure risk using financial ratios: Quantile hazard
for these businessesANN, one of these techniques, has been PRGHO DSSURDFK 'RQJ YH DUN

started to be used frequently in business life thanks to the itsNetworks iQ %XVLQHVY 7NDF YH 9HUQHU

success in producing solutions. In this study, general information In th fli h it hat busi
about ANN is given, general informatio about business and types n the course of literature research, it Is seen that businesses

of businesses are explained and an example of ANN application i§tudy on using all sources of statistics and technology to fuffill
performed after literature research. To exemplify ANN, TOPSISthe required conditions since it is not easy to keep pace with
(The Technique for Orderof Preference by Similarityoldeal current competition wrid. Otherwise, it very difficult to
Solution) method of participation bankss applied to ANN in order maintain their operations for the businesses.
to predict 2017 % quarter data and performance is sorteBased When applications of ANN are examined, it is determined
g:ils:ehse r:;;'}:;}gcehozig E’:t‘gksa?ée tiflj?teitd izy (;';teeé?e‘:éorfh:yize&ilﬁat the method has widespread application fields and obtains
perfor’mances are depended on exsin fe{ctors. Successful _results [5]. _If the stu_dles are analyzetl ma_spect
to the suHitles of business science, it can be realized that
Keywords - Business Artificial Neural Network, Financial —Studies in marketing field mainly focus on demand estimation,
Failure Prediction price estimation, estimation of the prices of stock certificate,
and sale estimationsThe studies in management field
concentrate on decisiemaking and process improvement.
I. INTRODUCTION The studies in production field are mostly related to process
i;nitoring, new product estimation and quality control.

resources effectively to maintain operations of business. Fi stly, it is noticed that the _stud|_es in finance field are
generally focused on ¢h estimation models and the

owners, employees, producers andnsumers consistently . .
look for ways to conduct their financial operations a a.nsctomparlson of the alternative models.
way u r i ! peratl 9aINSt \vhen the studies are investigated with regard to ANN

rapld_ly_ Chang'”g economic cond|t|or_13. Nowadays, AN'\‘nodels, it is seen thathe researchers fundamentally
prediction technlqge |s.W|der used in many greas. AN@oncentrateon multilayered network methotbecause this
methodology provides important advantages like leamingethod provides intendedkills. Besides, multilayered
mechanism generalization, capable of working with infinite network method gives effective results in the applications in
number of variables. ANN provides linear and +imear pysiness field and the method is suitable with learning
modelling without dependency between input and outpwligorithms
variables. Learning algorithm, organization of data set, In this study, the future estimation of financial success of the
estimation period etc. are influentiah the performance of participationbanks across theoantry are done via TOPSIS
ANN. It is considered that a great number of trials anthethod. As a results, it is inferred that the financial conditions
investigation would be helpful. of the chosen banks are dependedegfrinsic factors rather
ANN is a method, which can be applied in various areas tian internal factors.
portfolio management, stock market index, and price Data for the implementations are chosen from the ratio
estimation of gold, currency or stocertificate. ANN has tables which are pubhed onwebsite (www.tkbb.org.trThe
become preferred in prediction problems since it utilizes ~ Participation Banks Association of Turkeyor the years

previous information and experiences and it can learn thgétween 2010 and 2017. After forming decision matrix, the
complex relationships between variabels normalization procedure is applied to the data in order to make

>

In globalizing world economy, it is essential to us



them suitable for ANN method. Finally, 20 4th quarter data cluster has to have sufficient number of ddtearning
are predicted. process can be defined as a process which obtains weight
data defining the relationship between input and output
layers.
Il. ARTIFICIAL INTELLIGENCE x Generalization Neural network not only produces

Avtificial intelligence is a branch of science that deals with ~ SUPervisediata but also describes new data.
the ability of machines to produce solutions to complexXMemory. In biological systems, data are dispersedly kept. In
problems like humans. To do this, in general, characteristics of ANN, memory is distributed into multiple local sub
humanbrain are taught to the computer via algorithms or memoriesConnections constants are ANN memory types.
mathematical applications. Depending on the desired needs, The values of weights represent the current information
more/less flexible or effective approaches can be presented state of the network
W‘th .respecF to the Chosen mental attitudes. Albe@t artifici'aIB_ Structure andNorking Principleof Artificial Neural
intelligence is generally agsiated to the computer sciences, it Cells
has also close relationships with other science fields like ) ) o
mathematics, biology, psychology, philosophy etc. Combining The structure of the human brain .convmced scientists to
of the information belonging to all these fields will eventually WOk on it because of the outstanding properties of it. By
depend on the developments infaial intelligence[6]. copying th_eneurephysmalstru_cture of the brain, a S|ra|1_

7KHUH DUH GLIIHUHQW DSSURDF K Mgihematieal pyogde) wag Jriegl ¢ Hb@ \extraatpd. Various
wrongness have not been proved vet, on artificial intelligence. &rtificial cells and network models have been developed to
Though some of the approaches seem more useful compared fylly |mplemer_1t the b_rgl_n structure and behavior. As a result
the others, the new alternatives are frequently produtiee o_f these studies, artificial ne_ural_networks _have emerged as
researchers of artificial intelligence has focused on solving different branche of the algorithmic calculation method [8].
some problems for 50 years. Therefore, they have divided into AS In the neural cells of biological neural networks,
subjects likeprogressivecomputation, planning etc. In this artificial neural networks also have artificial neural cells.

context countless solutions have bémplementedefficiently Artificial neural cells are also referred to as process
andreliably. elements in engineering science. Aswh infigure 1, each

o process element has five basic elements. These are; inputs,
A. Artificial Neural Network (ANN) weights, aggregation function, activation function and

ANN models are the most known and used artificial outputs.
intelligence models. ANN models are nlimear and has the
ability of parallel processing and they are an artificial inputs weights
intelligence application which can match ampuh data with
output data. ANN is used in solution of the problems within

activation
the scope of the prediction, classification and clustering types. ¢ inbut functon
If literature is reviewed it will be seen that ANN is used in % -—» net Inpu

ILQDQFH EXVLQHVV DQG HFRQRP\ DUHDV LQWKH nel;

(17 0;

activation

transfer
function

The general properties thaseparates$119V IURP RW I%I-W

learning algorithms can be listed as folld&s : :

X Nor-linear. There is a relation between all outputs and 0,
inputs. In linear systems, if one of the inputs is changed " threshold
corresponding to this change an outgiso changes but it Figure 1: Artificial neural network cell
is related only with this changed input. In Aorear . .
systems inputyand output changes arep connected with %II What is Business
the network. Business is the production units that brings etbgr

x Error tolerance Due to having parallel distributed production factors in a planned and systematic way with the
parameters of the ANN every computation is an isolateym of producing service and profit [9].
island within its own region. Because of this, even if Generally businesses habeeegoals:
affected component is damaged the system would notX Profit-making: In addition to being used as a measure in
stop. ANN system having an error tolerance means that €valuating and inspecting the success level of the

informationis distributed over the system. business, it is also a tool that allows it to fulfill its legal
problems owing to its ability to change its own It appears as the main purpose of the businesses.

parametersin this case although valid parameters of the X Service to the community: Businesses give a part of their
problem are unknown network can provide the solution by ~ Profits to the state as taeanother part of the profit is
itself. distributed to the partners and employees to fulfill their

x Learning processOutputinput or only input data are responsibilities. Thus_, the adv_antage of being more
required so that ANN can learn @roblem. Learning successful and lonigsting is obtained



X Maintaining the business: Businesses must establish a Table 1: Decision matrix weight values
consistent balamcto achieve their goals of making a Weight Input

profit and serving the community. When this balance is Criteria Vector | Parameters
established, the business will be ldagting. If the Equity / Total Assets 0.1 X1
business intends to generate excessive profits in a short | Total Loan/ Total 0.1 X2
time; it would either keep the price of the goodsl a Assets
services offered high or offer cheap quality goods, as a | Non-performing Loan 0.1 X3
result of which the business would have to withdraw Total Loan
from the market after a certain period of time Fixed Assetg Total 0.1 X4
; : ; Assets

D. Financial Failure - B o Liquid Assetd Total 01 X5

If businesses have a difficulty fulfilling their financial Assets

obligations or neer meet them, this is called financial failure. Liquid Assets Short 01 X6

Not predicting financial failure or failing to make the right Term Liabilities

decisions while in it results in bankruptcy Net Profit For the Period 01 X7

The technological developments and globalization tendency

; BN / Total Assets
and the subsequent disappearance of tienéial limits have

. ) - - . Net Profit For the Period 0.1 X8
increased the importance of estimation and decision making. / Total Shareholders'

Accurate and right decisions are substantial given this financial Equity

uncertainty. In this period, companies that made wrong Net Profit Share Incom 01 X9

decisions had to experience the financial failure. Gtvecept

of financial failure began to arise from the business literature
in the 1960s and in 1970s with the oil crisis it is revealed that
estimating financial failure is essentja| 5].

After Specific Provisions
/ Total Assets
Net Profit Share Income| 0.1 X10
After Specific Provisions
/ Total Operating Income

Ill. APPLICATION

The TOPSIS method was introduced based on the stofdies |n this study, forward feedback multilayered propagation
Chen and Hwang (1992) [10] and Demireli (2010) [11]algorithm which is widely used for estimation is used. The
TOPSIS method is one of the decision making methods wigfeneated ANN has 10 inputs and 1 output. Input parameters
decision matrices having multiple criteria. In the methodor this model; Equity / Total Assets (X1), Total Loan / Total
alternatives are processed according to the predetermingskets (X2), Nosperforming Loans / Total Loan (X3), Fixed
criteria and the resultsre compared between maximum andassets / Total Assets (X4), Liquid Assets / Total Assets (X5),
minimum values. The multiriteria decisiormaking problem Liquid Assets Short Term Liabilities (X6), Net Profit For the
having n number of alternatives and m criteria can bReriod / Total Assets (X7), Net Profit For the Period / Total
represented by-points in the rdimensional space (Eleren Shareholders' Equity (X8), Net Profit Share Income After
DQG .DUDJ-O > @ +ZDQJ DQ Gpesift RP@visions / FPotal@Assets (X9), Net Profit Share
constituted the TOPSIS method originates from thmcome After Specific Provisian/ Total Operating Income
assumption that the solution alternative would be the short¢gt10) and output parameter; Log (Total Assets) (Y) consists
distance to the positive ideal solution point and the farthest 11 parameters. For the ANN training and test processes, a
distance to the negative ideal solution point. total of 352 data sets were used (32 from each parameter)

This study covers the ratio datf a participation bank  |n practicejthe model thathe first procedurevas chosen by
operating in Turkey. Data are published by Participatiofonsidering the MSE (Mean Square Error) error rate which is
Banks Association of Turkey for the years between 2017 ag@nsidered to be the most suitable after many trainings. The
2010. It is thought that the study is influenced by the externfdrmula used for the MSE calculation is given in Equation 1
factors since dataset incorporates the data of 2080 [14].
international crisis and 2012 Euro crisis. These data are used n
to determine the financial performance of the company by MSE= | (d 0 (1)
being subjected to the decision matrix, normalization and nil
weighting processes of TOPSIS method. The ratios andHere; dis the target or actual value (log (total assets)), Oi is
significance coeffieents included in the process are shown imutput or estimated value (ANN), n is the number of output
Table 1. data.

A significant portion of the determined ratios are shaped 26 of 352 data were used for training and 6 of it were used
around the asset totals and profitability ratio. Anothefor testing. Levenberiarquardt (trainlm), Bayesian
remarkable point is that the table includes the financi&®egularization (&inbr), Gradient Descent Backpropagation
performance ratios of firms. Eke ratios indicate the financial (traingd) algorithms were used for training and testing, and the
success / failure of the companies. results were obtained. In order to determine the transfer

function Hyperbolic Tangent Sigmoid (tansig), Logistic
Sigmoid (logsig) and Linear (purelinyransfer function



developed in Matlaloftwarewas run with the program. In the
training and testing process, the number of neurons in the - Re0 99595

hidden layer is 5, 10, 15, 20, 25, 27, 30, 33, 38, 40, 50 and the °
number of epoch is 5, 10, 15, 19, 21, 24, 28,38,,40, 50 0485
and was run individually. The best result was obtained in the
trainlm algorithm, logig transfer function, 21 epoch %1
model.In this caseMSE were found).00004and 0.00436 in
trainingandthetestingrespectively
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Log(Total Assets)
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Figure 4:Graph of relationship between ANN training values
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Figure 2: Comparati& graph of actual data and results of training 0.496 R=0.79525
process with ANN (125-1 model)
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Figure 3: Comparative graph of actual data andngsésults with ANN Training Data
ANN (10-25-1 model) Figure 5: Graph of relationship between ANN test values

The importance of the variables used in the study is equal to IV. RESULTSAND RECOMMENDATIONS
each other. But ag is known, the most important factor,

regardless of the sector, is profitability. Successful business gamd changes in the economic and social spheres all over

generally continue to live with high profit margins. Anothett_ e W(_)rld especially afier 1980 increased th_e necessi_ty of
fananmal growth and development of the countries and this led

factor that concerns the profitability ratio is the debts an . o .
payment obligations. The pdssand gxpenses of excessivel© the freedom of financial field. The risks and the number of

indebted enterprises will increase and the business will not E%ks f"?‘ced by éhe At\)usgrr:esses eﬁpoied to the_se ?ev?jlopm(_ents
able to continue their financial lifetime. Our results hayg2ve Increased. Another result of economic fireedom 1S

supported the literature studies and industry. Turkish banki t:al:z%titl)_n. t_‘l’heihnteg_ration O; {ir?ar;cial_l_;systfe bms liogetht_ar N
is seen to be highly affected by extar variables such as globalization has increased the iragility of banks agains

international variables, economic crisis etc., especially ﬁ(}frgal Ifactors, sh%cks_ and crtlsest. " tantly ch
today's values. Figure 4 and Figure 5 show that the ANN oday’s modern business structures must constantly change

model was successful in the training daté very goodesults to adapt _to hew techno_logles_ and structqres. Infoomat .
in the test dataCorrelation analysishe correlatn rate of the technol_og|es are included in _b_usm_esg strategles as they p_rqwde
training outputwas 0.99598and it was found to have a high SOMVeniences and opportunities in |r_1ternat|onal competition,
rate. The correlation rate of the test outputs 79925and has flexibility in management and production of new products and

a good rate, although not succesgfigure 4 and Figure)5 se_rrvrllces.d | s in inf i technoloai h
But it is not enough for the application. € developments — in Information —technologies - have

increased the business intelligence in an accurate manner. The
skills of the ANN, the obscurity in its structure, increased the
work on this subject and kept it up to date.

The number of problems that the ANN cannot solve due to
the applicability, generalizain, accuracy, and predictive skills
is very small. However, as it can be seen from the studies,
success is directly proportional to the architecture and network
structure for successful ANN applications. ANN is generally



used for estimation, data class#tion, data mapping,
diagnosis and improvement. As a result of the literature
reviews, ANN has been applied in finance, marketing,
management and production fields with various subtitles and
achieved high success. In addition, where the studies are
applied; in terms of time, efficiency, process control, quality
control, it has been found that it brings high gains to
businesses

In order to improve the test condition, especially in ANN,
the network structure can be changed. Or different artificial
intelligence techniques can be used as hybrids.
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Fusion of Smartphone and Smartwatch Sensors
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As mentioned, using only a smartphone can be insufficient

Abstract - Human activity recognition using different types of to detect complex activities and it can be difficult eventlier
sensors is used for many applications, such as wbking. Motion  simpleactivities if the user does not carry phone with him/her.
sensors integrated in smartphone and smartwatch devices are |n daily life, users smoke while standing or drink a coffee
suitable platforms to recognize daily activities. Inthis paper, the ,1ije standing. Besides, smoking, eating and drinking

objective is to recognize some activities where hand movements , . iies can be easily confused with each other as they have
play an important role, such as smoking and eating. We use a

dataset of 45 hours collected from 11 participants. The dataset similar h_andwrlst rmvemgnts. . o
includes both simple activities, such as sitting andtanding, and In this paper, we investigat¢he individual use of
complex activities, such as smoking while walking and drinking Smartphone and smartwatch sensors as well as their fusion to

while standing. In total, we have ten different activities in our recognize complex and simple human activities. For this
dataset and most of them have similar patterns. We use purpose, we collected data from 11 participants for 10
accelerometer and gyroscope sensors available on smartgotles  different activities. The dataset includes both simple and
and smart watches, which are commonly used motion sensors. We complex activities: smoking while sitting (smokeSD), smoking
first determine the high impact features in order.tc.) reduce the while standing (smokeST), eating (eat), drinking while
number of features and choose the most efficient ones, by standing (drinkSD), drinking while sitting (drinkST), sitting

applying feature selection algorithms. We use random forest . . . . .
classifer to determine the impact of using smartwatch sensors (sit), standing (stand), smoking while Niag (smokewalk),

alone, smartphone sensors alone and the fusion of two on theWalking (walk) and smoking in a group conversation
recognition performance of activities. The results show that (SmokeGroup). As can be seen from the dataset, activities were

fusion of the sensors on the two devices increases recognitionperformed both alone and in combination with each other and
performance of the considered activities.By using sensors from complex activities have similar patterns and this makes
both devices, we achieve an increase of 21%, 43%, 44% and 5% recognﬁon of our activities more Cha”enging_
for smoking related, drinking related, eating and simple (sitting, In total, we extract 45 features from accelerometer (ACC)
standing and walking) activities respectively, compared to using .. gyroscope (GYR) sensors. We use four dimensions of
only phone sasors. .
sensors (X, Y, z and magnitude) then we apply several feature
Keywords - Activity recognition, wearable computing, motion SeleCtio_n algorithms 10 fin(_j the bestaiures with t.he specific .
Sensors dimensions. Instead of using all the features, this method will
decreasethe number of features to extract, that in return
decreases computational cost and removes unnecessary
I. INTRODUCTION features from the feature list. The main highlightshef paper
) are as follows:
he use of Smf”‘” dewqes SUCh. as smartphones an We make an analysis using a smartphone and a
smartwatqhes is growing rapidly thanks to the smartwatch: we investigate the use of these two devices
technological advancements. Smartphone and smartwatch individually and in combination. Some activities such as

devices are eqpped with various sensors, such as standing were well recognized, but we want to observe
accelerometer,  gyroscope, —magnetometer and ~ GPS. the impact on deéges for more complex activities.

Accelerometer and gyroscope sensors can be used to captuyye We analyse if using only a smartwatch will achieve a
movements and detect human activities. While smartphones good enough accuracy for simple activities
are efficient to detect simple activities, such as vagikand = We use feature selection algorithms to make a prudent

biking, the _smgrtwatch is more convenient to recognize selection of features to save more energy on battery
complex activities where hanglrist movements play an limited devices

important role, SU_Ch as smqk_ipg or drinking. In real life, both The rest of the paper is organized as follows. We describe
complex and simple activities are performed togethe{he related work in Section Il, methodology for activity

Therefore, using smavatch in addition to smartphone Canrecognition in Section Ill, performance evaluation in Section

have ?.pOS'“Ve. mpa_ctl on the overall performance of ﬂ]?/ and finally we present the conclusions in In Section V
recognition of daily activities.



Il. RELATED WORK different from our previous works, we realize a prudent feature

In recent years, recognition of daily human activities usin&glection to dgtermine the best featu.res .automati-cally. This
sensors integrated in portable devices is extensively studiedff allow saving more resources which is very important
the literature 1, 2, 3]. In most of them smartphone sensors arBarticularly for smetwatches.
used to collect the datd,[5, 6]. With the increase in the use
of smatwatches, researchers try to recognize some activities
using smartwatches which were difficult to recognize using IIl. - METHODOLOGY
only smartphones| 8]. A dataset of 45 hours was collected with eleven participants

In [8], researchers aim to detect 13 daily human activities(9 male, 2 female), aged from 20 to 45. While collecting
using the fusion of smartwatch and smartphone sensorglata, two devices which are smartphone (Samsung Galaxy
However, instead of using a real smartwatch device, theyd2 or S3) and smartwatch (LG Watch R, LG Watch Urbane
attached a smartphone on the right wrist of participants. Th@ Say Watch 3) are connected through Bluetooth. All
second smartphone was in the pocket position. Their datasé@rticipants carried smartphone in the right pocket of their
has two different types of activities: simple activities, such asP@nts and smartwatch on their right wrist to capture their
walking, jogging and sitting and complex activities, such as handwrist movements dlrectly.. A. samp_I|r_19 rate_of 50 Hz
smoking, eating and typing. They use mean and standard®S se_lected for th|_s StUd.y.#SS Is sufficiently hlgher o
deviation features that they chose manually for four "ECOgnize these daily activities. Dataset contains smoking

. . . dactivities in different forms and some other activities which
dimensions (x, y, z and magnitude). Accelerometer an

d individually Endombinati are very similar hangrist movements, such as eating. In
gyroscope sensors were used individually Bndomoination. o5 - there are ten different activities whi are smoking

They reported that fusion of smartwatch and smartphong, iije standing (smokeSD), smoking while sitting
sensors achieved a high accuracy thoe complex activities (smokeST), eating (eat), drinking while standing (drinkSD),
which were difficult to recognize only with a smartphone in grinking while sitting (drinkST), standing (stand), sitting
the pocket. Besides that, the fusion of two dit bring a  (sit), smoking while walking (smokeWalk), walking (walk)
sigrificant difference for the simple activities. and smoking in @roup conversation (smokeGroup). Dataset
Similarly, in [7], authors use fusion of smartphone and includes readings from several sensors such as
smartwatch sensors to increase the accuracy of activitaccelerometer, gyroscope, and magnetometer, but in this
recognition. However, their dataset contains only fourstudy, we are particularly interested in using accelerometer
activities which are walking, sitting, stding and driving. To  and gyroscope in three axes.
collect driving data, they ask the participants to simulate the The short definitionof the two sensors used in this work
action of driving, it does not represent the real activity. Theyare as follows
state that, particularly for driving activity, using only a " AccelerometerThe sensor measures the acceleration of
smartphone can be insufficient. For exampleing a driver the device. It is quantified in meters per second squared
can be easily confused with being a passenger using a (M/s’). ) )
smartphone located at the front pocket. They use data of GYroscope:The sensormeasure the orientation of

accelerometer in three axes (x, y and z). As a feature set, theY tg_ev'(’;e(;t |stﬂua}n'|[||fle<_j n fradtlanep second (raf[j/ Z)f th
use mean, standard deviation and fusion of these two. n this study, the following features aré computed trom the

In [9], they indicate that during the human actiVityaccelerometer and gyroscope readings over a time window

recognition process, feature selection (type and number of 'V'ea_”- The average value of a set of numbers
. ) =  Median: The middle value of sorted a set of numbers
features) has an important effect on the computational o ]
4 . . = Standard deviation @}: The square root value of the
complexity using wearable devices. 0], researchers create

o . ; . . variance.
an initial feature set using sevesafure (in three dimensions) Minimum (min): The lowest value in a set of numbers

and apply thr_ee feature ;election alg_o_rithm using Weka _tooL Maximum (max): The highest value a set of numbers
[11]. They aim to obtain most efficient features. While » gkewness: The measure of symmetry, or more exactly a
retaining a certain accuracy, this will increase the number of  |5ck of symmetry. A distribution or a set of numbers is

features by eliminating inefficient features @ugtically. symmetric if it is identical to the left and to the right of
Therefore, unnecessarily consumed energy will be saved. In  the central point]2].

addition, instead of taking all axis of chosen features at the Kurtosis: The measure of if the data are in heavy tail or in

beginning, this will allow finding the efficient dimension(s) of light tail compared to a normal distribution. In the other
features. words, a set of numbers in kurtosis raised tend t@ ha
In this study, our focus is on the comparisdrite impact heavy tails or absurd values. a set of numbers to weak

of smartwatch sensors on the recognition performance of  Kkurtosis tend to have light tails, or lack of absurd values.
complex activities in addition to smartphone sensors. For this A uniform distribution would be the extreme ca%g][
purpose, our dataset contains several smoking variations arfti Range: The difference between the highest and lowest
some other activities which have very similar havibt value in a set of numbers.

movemats as smoking, such as drinking and eating. Besides,



= Integration: The measure of the signal area under the datagnitude(the sum square root of x, y and z axis). As the
curve. The measure used to estimate speed and distafuais of using a gyroscope with accelerometer is recognizing
of a signal, particularly signal of accelerometer sensocomplex activities, we extract both ACC (accelerometer) and

[13] GYR (gyroscope) features fahe complex activities while
= Correlation: The measure used as a marker of exchargdracting only ACC featusefor the simple ones. Then, we
between each pair afkes realize feature selection using the Weka tool. Using selected

Root Mean Squar@ms). The square root of the sum offeatures, Random Forest algorithm was used for the
each value in a set of numbers, known also as tletassification because this algorithm is more efficient than a
guadratic mean. Decision Tree. By creating many trees differaatpossible, a

Absolute Difference: Sum of absolute differencesveakly correlated population is obtained, and it gives results in
between each set of number and the average of setshort time. For the evaluation method,-fal@ cross
divided by the length of the set mfimber. validation without shuffling was used. In this study, we

Feature selection is investigated to determine the mastestigate six sampling rates (1, 2, 5, 10, 25 and 50 Hz) with
predictive attributes (named also as features in the text). four window size (5, 10, 20, 30 seconds). We generate these
Weka tool [L1], feature selection is divided into two partslower sampling rates data from 50 Hz data. Due to the limited
which are attribute evaluator and search method. Attribuf®ace, in the rest of the paper, we only report the best results
evaluatoris the technique which evaluates each attribute in tighich are obtained using 50 Hz with 20 seconds
dataset. Search method investigates different feature
combinations to observe a list of chosen features. Feature
selection techniques used in this study are described below.
The first seven belongs the attribute evaluator and the restto In this section, firstly, we present the results of feature
the search method. These brief definitions are taken from thelection and classification analysis.
online documentation of Weka]]. We use Python programming language for feature extraction
= CfsSubsetEval: Evaluates the worth of a subset ahd classification. We used a PytHomsed machine library
attributes by considering the individual predictive abilitywhich is Scikitlearn [L4] to realiz the classification phase.
of eachfeature along with the degree of redundancWe use Random Forest classifier with a number of eleven trees
between them. and as a validation method, we usefdld stratified cross
= CorrelationAttributeEval: Evaluates the worth of anyglidation without shuffling. At each iteration, the validation
attribute by measuring the correlation (Pearson'shethod divides the dataset into ten equadsets. Then, it uses
between it and the class. nine parts for training one part for testing. We presesstctire

* GainRatioAttributeEval Evaluates the worth of an 455 5 performance metric and it ranges between zero and one.

glt;rslts)ute by measirg the gain ratio with respect o the po the ease of reading, in the text, we present it in terms of
; . percentages.
" InfoGainAtiributeEval Evaluates the worth of an Firstly, we perform the featarselection phase. We try to

?ott,['hbeutja?sl measuring the information gain with respe(htnd one feature set forthe simple activities using

= OneRAttributeEval Evaluates the worth of an attributea‘C(?eIeromemr and one fone complex activities using the
by using the OneR classifier. fusion _of accelero_meter _and gyroscope sensor. A]_‘te_r feature
« ReligfFAttributeEval Evaluates the worth of an attribute€Xtraction as mentioned in Section Iil, we give twouinfiles
by repeatedly sampling an instance and considering tfene for the simple activities and one forthe complex
value of the given attribute for the nearest instance gftivitieg consecutively to the feature selection algorithm on
the same and different class. WKH :HND WRRO ORVW RI WKH DOJRUL\
= SymmetricalUncertAttributeEvaEvaluates the worth of based on the ranking features in a certain range. For example,
an atribute by measuring the symmetrical uncertaintfoneRAttibutedEval ranks features between approximately 17
with respect to the class. and 45, and GainRatioAttributeEval ranks betwedi? Gand
= BestFirst Searches the space of attribute subsets 028 for complex activities. However, certain feature selection
greedy hillclimbing augmented with a backtrackingalgorithms use other search methods such as BestFirst which is

IV. PERFORMANCEEVALUAT ION

facility. _ binary (0 for not slected and or 1 for selected features. These
= GreedyStepwisePerforms a greedy forward or backwardgifferent score ranges of algorithms complicate understanding
search thragh the space of attribute subsets. which features is more successful. To avoid this difficulty, we

= Ranker Ranks attributes by their individual evaluations. normalized data to -0 range, called as mimax

During .this study, e.xcept. .feature sele_ction, pythOHormaIization. For each feature suzh ACCMEANX (mean
programming language with Scikéarn [L4] machine learning RI DFFHOHURPHWHUSYV [ -MD[tds oRU *<
library was used. Feature extraction was magmaately, one J\WURVFRSHYV P D[LV ZH VXP XS WKH Qi
fOT the complex activities which are smokeSD, smokeSTb each algorithm, which give us a total score for each feature.
drinkSD, drinkST, smokeWalk and smokeGroup, and one f

the simple activities which are sit, stand and walk. Features are’ the simple activities features total scores were between a
extracted from four dimensions of sensors: X, y, z arlgoe of 0 and 8.87 and for the complex, scores were between



0 and 8.78. We created three separate classes by dividing thezseied in the pocket and it is challenging to capture wrist
intervals into three parts and put each feature in theovements. Thus, using smartwatch and smartphone together
appropriate class according to its total score. The nameshaive an important impact on the recognition performance of
classes are highmipact, medium impact, and low impactcomplex activities. & example, for the drinkST activity
features. For simple activities, 4 features from 45 and fd¥hich has the lowest performance in all, we could achieve a
complex activities, 9 features from 90 belong to the higRerformance of 76% using the two devices together. Besides,
impact group. The high impact features are presented in TaffiE the simple activities since we already achieve the highest

1 performance with the phone sensarsing the combination of
the devices did not improve the performance, thus, only the
Table1: High impact features smartphone would suffice. For example, stand activity has a
Simple Activities Complex Activities performance of 99% in three cases.
ACCMAX-X ACCMAX-X ) ) )
ACCMIN-X ACCMEDIAN-X Table2: Confusion matrix using accelerometer seasyf smartwatch
ACCRMS-X ACCRMS-X and smartphone.
ACCRMS-Z ACCSTD-X Predicted Class o
ACCRANGEX a5 al e S| 3
GYRSTD-Z 2128|122 |= S % % %
GYRMEDIAN-M SIE|®|E|E|" 5|2 |23
GYRMIN-Z o | B & &
GYRMAX-Z smokeSD [647| 7 | 0 | 57| 0 | 0| 4| 3| 0 |225
smokeST 6 |716] 18| 29115 4 [ 0o [ 0 [ 0 | 13
By reducing the number of features from 90 to 11, the ¢ drinkget‘)t 707 i; 839 733 880 8 2 2 8 fg
cpmthatlonaI complexity is also r(_aduced. In return, 'gh|s 0 arnkSTl 0 1318l 791 22 (639l @ o0 o o I 2
directly affects the battery consumption of the smart device g stl ol 1l0] 113937, 0000
Once high impact features are selected, we reatee g stand O | o[ o] o[ o] o940 1[0 o0
classification phase using only these features. To bett smokeWalk 0 | 1 | 0 | 5| 0| 0| 0 (389 14| 7
understand the performanoé our devices, we consider three walk| 0 | 0 | 0] 2|0 0] O0]18|395 O
different cases. In the first case, we evaluate performance o SmokeGrou246] 10| 0 [ 68| 1 | 0 ] 0 [ 17] 0 [410

activities using only smartphone data, in the second only
smartwatch data and in the end the fusion of smartphone andTab|e3_ Confusion matrix using accelerometer and gyroscope
smartwatch data. Classification resuwising accelerome_ter gndu ) sensors of smartwatch and smartphone.
gyroscope sensors for three cases are presented in Figui

L ! ¢ ] ] Predicted Class
All activities are recognized with the highestddore using a - = =
smartwatcksmartphone, except walking. For all activities, th ﬁ ﬁ = @ '@ R % x| B
smartwatch performs better than the smartphone el c|ls |2 | &% |¢S %
@ ] k=] © g g
smokeSD [701]| 13| 0 [ 60| 0 | 0 | 3 | 1 | 0 |[164
B smartphone ®smartwatch ® smartwatch-smartphone smokeST | 10 |747| 3 | 33141l o |l o | o | o | 7
0 eat 0 |12|864| 25| 41| 0| 0] 0]O0] O
10 & drinkSD |89 11| 5 |775/ 17| 0| 6 | 2 | 0 | 36
0.8 Ol drinkST | 6 113/ 64| 29699 7 |0 | 0| 0| 3
E sit oflofl1f[of4afes7[ofo0ofo0]o0O
0.6 8 stand [O]Jo0]oJoJo]of9400[0]1
0.4 smokeWalkf 0 | 0 [ 0 | 2 | 0| O | O |395 16| 3
I I I . I wak | 0] 0] 0] 3] 0] 0] 0]21]39] 0
0.2 smokeGrou253| 5 | 0 [64| 1 | 0| O |10 O |419
A RS X N . . .
P & 5 & ‘g’(o We also investigate whether using only the accelerometer
s ° & ;;:(‘O sensor would achieve a good score in comparison to using

both accelerometer and gyroscope. The confusion matrices of
Figurel: Recognition performance of activities using smartphone,the accelerometer and the fusion of accelerometer and

smartwatch and smartwatsmartphone in term of f&core. gyroscope are given in Table 2 and 3, respectively.
Particularly, smokeSD and smokeGroup activities are mostly
We observe the lowest performance for drinkST using ononfused with each other. The reason can be that some
smartphone. Fothe simple activities (sitstand and walk), participants did not talk much in a group conversation.
both smartwatch, smartphone and smartwatohrtphone Accordingly, they did not or performed thearfthwrist
achieve over an 85% {core. Therefore, simple activities domovements less. Smoking and drinking while sitting are the
not necessitate the use of smartwatch sensors. Howewgscond most frequently confused activities. However, they are
complex activities are recognized within a range of #P% confused almost half of times of smokeSD and smokeGroup
which is relatively low. This is expected since the phone wasonfusions. As expected, sitting, standing and walking



activities areless confused. When we compare the results in
Table 2 and 3, sit and stand activities achieve the highest
recognition performance and adding the gyroscope sensor did
not change the number of true predicted activities. However [4{
positively impacted theecognition of complex activities. But
this effect is not remarkably higtdence, if battery is a [8
concern, then the use of only accelerometer may also be
sufficient with an acceptable recognition rate. [4]

V. CONCLUSION g

In this paper, the main motivation was tvakiate the
recognition performance of smoking activity by using motiof’
sensors of smartwatch and smartphone devices. We
investigated the impact of using only smartphone, onlyl
smartwatch and as well as their fusion. For this purpose, we
used a dataset cetited from eleven participants for tenpg;
different activities: smokeSD, smokeST, eat, drinkSD,
drinkST, sit, stand, smokeWalk, walk, smokeGroup.
Recognition of these activities is a challenging issue becal.{gis
most of activities involve similar hand movemerds,in case
of smoking while sitting and drinking while sitting or smoking
while talking and smoking while standing. We used a datadéf!
including 45 features (in X, y, z and magnitude axis) which are
commonly used features in activity recognition domain for
each two sensors. Instead of getting them as a single hiije
group of features or select some features manually, we appl'tgg
feature selection algorithm to determine high impact features
and created our feature set using only 9 features. [13]

Considering the redts, it seems that the activities are
especially confused when they have similar patterns with
drinking and smoking using data collected by the smartwatdh4]
We can say that the better result is obtained using fusion of the
accelerometer and gyroscope. #ncbe said clearly that the
performance of fusion of the smartphone and smartwatch is
better than the smartphone alone, except sit and stand activities
which have already good performances. Besides, to better
determine the best features with their effitia@xes, feature
selection algorithms are useful. We observe that the
smartwatch is more precise for the recognition of the
considered human activities. As a future work, battery
consumption on a smartwatch and smartphone by applying the
same methodologgan be studied. Besides, additional sensors,
such as linear accelerometer or magnetometer can be used
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