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PREFACE
International Conference on Engineering Technologies (ICENTE'19) was organized in Konya, Turkey on
25-27 October 2019.

The main objective of ICENTE’19 is to present the latest research and results of scientists related to
Electrical and Electronics, Biomedical, Computer, Civil, Mechanical, Mechatronics, Metallurgical and Materials
Engineering fields. This conference provides opportunities for the delegates from different areas in order to
exchange new ideas and application experiences, to establish business or research relations and to find global
partners face to face for future collaborations.

All paper submissions have been double blind and peer reviewed and evaluated based on originality,
technical and/or research content/depth, correctness, relevance to conference, contributions, and readability.
Selected papers presented in the conference will be published in the Journal of Selcuk Technic if their content
matches with the topics of the journal.

At this conference, there are 203 paper submissions. Each paper proposal was evaluated by two reviewers.
And finally, 123 papers were presented at the conference from 8 different countries (Albania, Azerbaijan,

Bulgaria, Crotia, Irag, Macedonia, Latvia, Turkey).

In particular, we would like to thank Prof. Dr. Mustafa SAHIN, Rector of Selcuk University; Prof. Dr.
Prof. Dr. Jurgis Porins, Riga Technical University (RTU); Prof. Dr. Tzvetomir Vassilev, University of Ruse;
Journal of Selcuk Technic. They have made a crucial contribution towards the success of this conference. Our

thanks also go to the colleagues in our conference office.

Ismail SARITAS — Mehmet CUNKAS — Fatih BASCIFTCI
Editors
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Abstract - The aim of this study is to determine the success
of the feature vector (FV) that was obtained by a variety of
feature extraction methods and the success of the eigenvalues
that were obtained by Principal Component Analysis (PCA).
EEG signals (EEGs) that were collected retrospectively from
Selcuk University Faculty of Medicine Hospital were used in
this study. Feature vector was obtained from 30 epilepsy
patients and 30 normal via statistical methods and discrete
wavelet transform (DWT). Dimensions of these feature vectors
were reduced via Principal Component Analysis (PCA)
method. Four eigenvectors with the highest relationship that
include 71, 52, 33 and 15 according to PCA correlation matrix
were included in the study. The performances of the
eigenvectors were calculated and compared using an Artificial
Neural Network (ANN). Performance evaluation of the used
ANN algorithm were carried out by performing Receiver
Operation Characteristic (ROC) analysis. Experimental results
have shown that eigenvector 3 (EV3) including 33 features is
more successful than the other feature vector and eigenvectors
with 93.67% training and 88.30% test. Furthermore, the
performance of all eigenvectors was observed to be higher than
the performance of the feature vector. As a consequence, the
use of more meaningful eigenvectors improves the
classification performance instead of high-dimensional feature
vectors.

Keywords - Electroencephalogram, Discrete Wavelet
Transforms, Principal Component Analysis, Artificial Neural
Network, epilepsy.

I.  INTRODUCTION

Epilepsy is a common neurological disorder that is
characterized by occurrence of recurrent seizures [1]. There
are a lot of methods to automatically classify the seizures on
EEGs without spending long hours for visual control [2].
The major steps of these methods are the feature
extraction/selection and the classification that constitute a
pattern recognition process. Feature extraction/selection
plays an important role in classifying systems such as neural
networks. It significantly contributes to the performance of
the classifier and reduces data size without losing its
distinguishing power. It has been noticed that the accuracy
of classification entirely depends on the selection features to
be applied on the EEG time series [3]-[5]. Therefore, the
aim of this study is;

- To determine the success on the classification of the
different eigenvectors,

- To identify the superiority of the feature vectors and
eigenvectors.

In that context, some features were extracted by using
different feature extracting methods. While, the statistical
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features including minimum, maximum, mean, median,
interquartile range, standard deviation, range, variance,
kurtosis and skewness were extracted by using statistical
functions, power of sub-bands in time domain was
decomposed by using DWT. PCA feature selection method
was utilized in order to reduce the feature vector size. The
rest of this paper is organized as follows: data selection,
feature extraction/selection, classifiers are introduced in
Section 2. The experimental results and discussion for the
classification of epileptic and normal EEGs are given in
Section 3. Finally, Section 4 gives the conclusions and
future work.

Il. MATERIALS AND METHODS

A. Data Acquisition

We collected the EEG data that was recorded in the
Department of Neurology. It is used with decision of Selcuk
University Faculty of Medicine Hospital (Non-Invasive
Clinical Research Ethics Committee No. 2014/423). EEGs
of 60 subjects (30 epilepsies, 30 normal) that were collected
between 2012 and 2015 were used in the study. All of the
EEGs were obtained from routine EEG recording and all
subjects were awake. The mean age of 30 epilepsy patients
was 38 (14 males, 16 female) and mean age of 30 normal
patients was 46 (14 males, 16 female). EEG signals were
recorded with 18 channels and 200 sampling frequency. An
epoch (page) contains 3000 (200 x 15) sampling because
every epoch is 15 seconds.

Recording times is different from each other due to the
fact that the situation of each subject in recording time is
different. Moreover, dataset showing epileptic activity that
is determined by specialists are selected. This dataset was
created EEGs that include various waves such as sharp
wave, spike, spike and slow wave, multiple spike and slow
wave complex. In this study, we just used 5 epochs that are
both epileptic and normal patients and the length of each
epoch was composed of 3000 samples. 300 segment data for
60 subjects were obtained as a result of calculations and
adjustments. Whereas a value of 1 is given for 150 epileptic
data, a value of 0 is given for 150 normal data in order to
classify.

B. Feature Extraction

1. Discrete Wavelet Transform

Wavelet Transform (WT) for time-scale analysis is a
powerful method for the signals that provide a unified
framework for different techniques [6], [7]. DWT is a series
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of WT that have been successful in many works for pre-
analysis of the epileptic seizures detection unlike FFT,
because EEGs is non-stationary [6]. DWT analyzes the
signal at different frequency bands, with different
resolutions by decomposing the signal into a coarse
approximation and detailed information. Selection of
suitable wavelet and the number of levels of decomposition
are very important in the analysis of signals using DWT.
The wavelet function selected was Daubechies Wavelet
with order 4, which was also proven to be the best suitable
wavelet function for epileptic EEGs analysis [8].

2. Statistical Features

It is known that the number of feature has a direct impact
on the success of classification. Therefore, the number of
feature must be a number that describes the used database in
the best way. Therefore, some statistical features were used
in the study as well as the features obtained from the power
of the sub-band in the time domain by using DWT. In
accordance with this purpose, 10 features that include
minimum, maximum, mean, median, interquartile range,
standard deviation, range, variance, kurtosis, skewness of
every channel were extracted from each EEG channel data
as they were the most representative values to describe the
original signals. Thus, as a result of obtaining the power of
72 sub-bands and 180 statistical features by the feature
extraction method, 252 feature spaces were obtained. Since
the number of example in the study is 300, (5 epochs of 60
patient) database that consists of a matrix of 300 x 252 was
obtained. All feature vectors were computed by the usage of
the Matlab (Version 7.11, R2010b) software package
because the features were required to be determined to
achieve results faster and more accurately.

C. Dimension Reduction
Analysis

Selection of the proposed model inputs is very important
because it will affect the performance of classifier [9].
Meanwhile, it is very crucial that the number of inputs in the
system which is classifier method must have been selected
very carefully. In that context, if the number of inputs is
selected unnecessarily high, performance of the system
might decrease because of difficulty of the calculation of the
network. On the other hand, if the number of inputs is
selected unnecessarily low, the system may not give the
result accurately and confidently. As a consequence,
selection of the number of inputs was very significant for
these systems [10].

PCA is mathematically defined as an orthogonal linear
transformation that transforms the data to a new coordinate
system such that the greatest variance by some projection of
the data comes to lie on the first coordinate (called the first
principal component), the second greatest variance on the
second coordinate, and so on [11]. PCA can be used for
dimensionality reduction in a dataset while retaining those
characteristics of the dataset that contribute most to its
variance, by keeping lower-order principal component and

by Principal Component
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ignoring higher-order one. Such low-order components
often contain the ‘most important’ aspects of the data, but
this is not necessarily the case, depending on the application.
PCA has the distinction of being the optimal linear
transformation for keeping the subspace that has largest
variance. This advantage, however, comes at the price of
greater computational requirement if compared, for
example, to the discrete cosine transform. Unlike other
linear transforms, the PCA does not have a fixed set of basis
vectors. Its basis vectors depend on the data set [12].

D. Artificial Neural Network (ANN)

ANN consists of three layers that include input, hidden
and output layers. The aim of hidden layer is process and
transmits from the input information to the output layer [13],
[14], [15]. The input is processed and relayed from one layer
to the other, until the final result is computed. As shown in
Figure 1, a feedforward backpropagation ANN was used for
classification. In addition, the hyperbolic tangent sigmoid
transfer function was used in the entire neuron units has
been shown in Figure 2.

| Input signals

Hidden
layer

Output
layer

Error signals |

Figure 1. The general structure of feedforward backpropagation
neural network.
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I1l. RESULTS AND DISCUSSION

In this study, we used 5 epochs for each record that was
taken from Selcuk University Faculty of Medicine Hospital,
the Department of Neurology in view of the different
recording times. 3000 (200 x 15) samples for each patient
were obtained since the fact that 1 second includes 200
sampling frequency and each epoch includes 15 seconds.
Therefore, 300 x 3000 dataset were obtained for 30
epilepsies and 30 normal patients.

The number of decomposition levels is chosen based on
the dominant frequency components of the signal. The
levels are chosen such that those parts of the signal that
correlate well with the frequencies required for classification
of the signal are retained in the wavelet coefficients [16].
The results of the studies in literature have demonstrated
that the WT is the most promising method to extract features
from the EEG signals [13], [17], [18]. Therefore, in this
study, DWT was applied for time-frequency analysis of
EEG signals for the classification using wavelet coefficients.
EEG signals were decomposed into sub-bands using DWT.

The value of 1 for the output of epilepsy patients and the
value of 0 for the out of normal patients is given in the
dataset. 252 feature vectors were obtained by performing
statistical features including min, max, mean, median, iqr,
range, std, var, kurtosis, skewness were extracted and sub-
band features were decomposed fifth-level packet
decomposition using DWT via Matlab software. Prior to
reducing the size of this feature vector by applying PCA,
252 (180 statistical features, 72 the power of the sub-band
by DWT) properties were obtained using different feature
extraction methods.

The number of the feature vectors has a direct impact on
both the performance and speed of the classifier. Speed of
the classifier substantially decreases in the classification that
is performed by using 252 features obtained in this study,
while the success of classification reduces. Hence, PCA is
used for dimension reduction of the features from all data
set by the variances in the PCA space. We found out that the
eight eigenvalues of the PCA contain 97 % (the ones under
1000) of the information of the eigenspace (PCA space) and
252 dimension can be expressed using only 33 dimensions.
Therefore, the classifier does not receive redundant
information through this approach.

According to sorting of eigenvalues, the impact on
classification is observed by using the first meaningful
eigenvectors. In that context, 71, 52, 33 and 15 neurons have
been choosing for new features by means of using latent
vector. Eigenvectors and the number of the attributes that
were obtained according to correlation matrix are given in
Figure 3.

ANN is used to compare the performance of feature
vector and eigenvectors. While hyperbolic tangent sigmoid
transfer function is used for activation function of all
neurons in the network, the backpropagation algorithm,
which is based on searching an error surface using gradient
descent for points with minimum error, is relatively easy to
implement. Classification algorithm is carried out by
changing some of the parameters such as hidden layer
neurons number and so on. Different neuron numbers for
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the hidden layer were tested and 10 was found to be most
suitable number. The optimum values that were used in the
classification performing by ANN in this study are given in
the Table 1.

252

mEV4
EV3
71 mEV2

52 EV1
33

15

0 |

Figure 3: The chart of eigenvectors after applying PCA to FV.

The number of features

Table 1: Training parameters for ANN.

Parameters Values

Error tolerance 0.001

Transfer function Tangent sigmoid
Maximum epoch 500/1000

Input neurons 252/71/52/33/15
Output neuron 1

Hidden neurons 10

Bias 1

In order to identify the correctness of the diagnosis, the
concepts of sensitivity (SEN) and specificity (SPE) were
utilized. The definitions of these concepts were given by the
statements below, where TP (true positive), TN (true
negative), FP (false positive), FN (false negative) stand for
diagnosing illness when the patient is ill, diagnosing healthy
person as healthy, diagnosing healthy person as ill and lastly
diagnosing ill patient as healthy, respectively [19];

Sensitivity = TP /(TP + FN)x100% (1)
Specificity = TN /(TN + FP)x100% 2)
Accuracy = (Sensitivity + Specificity) / 2x100% 3)

We evaluated true positive, true negative, false positive
and false negative values as shown in confusion matrix of
all feature vectors in Table 2. While columns represent
predictions, row represent true classes in confusion matrix,
every condition is shown by using code number, like in 0
and 1 as normal and epilepsy. The number of correct
predictions in the classification after training for FV is the
lowest with 115 and 133. On the other hand, the highest
number of correct predictions for EV3 was obtained with
135 and 146 as shown in Table 2 d). At the same time, EV3
is highly successful than FV and the other EV. On the
contrary, we calculated separately sensitivity and specificity
values that are statistical measures of the performance of a
binary classification test.
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Table 2: (a) The Confusion matrix of FV. (b) The Confusion matrix of EV1. (c) The Confusion matrix of EV2. (d) The Confusion matrix
of EV3. (e) The Confusion matrix of EV4.

@) True condition (b) True condition (©) True condition
FV 1 0 EV1 1 0 EV2 1 0
Predicted 1 |15 17 | 132 Predicted 1 | 184 13 | 147 Predicted 1 |182] 8 | 140
condition 0 35 | 133 | 168 condition 0 16 | 137 | 153 condition 0 18 | 142 | 160
150 150 300 150 150 300 150 150 300
SEN= 0.767 SEN= 0.893 SEN= 0.880
SPE=  0.887 SPE=0.913 SPE= 0.947
(d) True condition (e) True condition
EV3| 1 0 EV4 | 1 0
Predicted 1 |18 4 |139 Predicted 1 |[12] 8 | 120
condition 0 15 | 146 | 161 condition 0 38 | 142 | 180
150 150 300 150 150 300
SEN=0.900 SEN = 0.747
SPE= 0.973 SPE= 0.947

The performance of the training and testing of all feature
vectors is given in Table 3. There is no doubt that EV3 is the
highest achievement than the other feature vectors with
93.67% of the training success and 88.30% of the test
success.

Table 3: The performance of training and test for all features.

FV EV1 EV2 EV3 EV4
Training | 82.67% | 90.33% | 91.33% | 93.67% | 84.67%
Test 76.70% | 85.00% | 86.70% | 88.30% | 83.30%

The performance of training and testing is given in Table
3. It is obvious that FV includes 252 features being the
lowest with 82.67% training and 76.70% testing than the
other EV. Furthermore, while classification accuracy
increases from EV1 to EV3, the classification accuracy
decreases after EV3. In other words, increasing
classification accuracy was observed to decrease the number
of features while the classification accuracy decreases fewer
features than 33 features. As a result, the highest
classification success can be obtained with the number 33 or
close to 33. The classification successes of the training and
tests of the Artificial Neural Network are given in Figure 4
(a) and (b), respectively. In the graph (a), where the number
of features and classification success is shown, the success
of the EV vector with 252 features and the success of the
EV4 vector with 15 features are very close to each other, but
are lower than the success of other eigenvectors. On the
other hand, when the number of features was 53 and 71, the
success rate increased. However, the highest success value
was obtained with FVV3 which contains 33 properties. When
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the test graph was examined, it was observed that all feature
vectors were more successful than the diminished PV with
PCA. Classification was performed by using different values
of training, test and validation for each dataset. 75% for
training, 20% for test and 5% for validation were reserved
on the dataset. The number of samples for training, test and
validation and the value of Mean Square Error (MSE) that
shows mean square difference between output and target in
the classification results in Table 4. As it is known to all
approaching the value 0 of the MSE shows the minimum
error and the highest success. The lowest MSE value was
obtained for EV3 in this study as seen in Table 4. In a
different manner, the lowest MSE value for the test was
found to be EV2. However, there is a small difference of
0.0199 among the test values of EV2 and EV3. In this case,
we can easily reach a conclusion that EV3 has the small
MSE value for both training and testing.

Receiver operating characteristics (ROC) graphs are
useful for organizing the classifiers and visualizing their
performance. ROC graphs are commonly used in medical
decision making, and in recent years they have been used
increasingly in machine learning and data mining research.
Although ROC graphs are apparently simple, there are some
common misconceptions and pitfalls when using them in
practice [20]. By the help of these calculated values, the
ROC curve has been drawn. After such a curve is drawn, the
Area Under Curve (AUC) may be calculated. Higher values
of the ‘area under the ROC curve’ (AUC) measures indicate
better classifier performance [21].
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Figure 4: The performances of Neural Network for all feature vectors. (a) Training Performance. (b) Test Performance.

Table 4. MSE values and the number of samples of training, test
and validation.

Training Validation Test
Samples 225 15 60
MSE FV 1.27428E-01 | 1.12298E-01 | 1.48544E-01
MSE EV1 | 6.36103E-02 | 7.20272E-02 | 1.17063E-01
MSE EV2 | 7.00467E-02 | 3.18929E-02 | 9.28362E-02
MSE EV3 | 4.73113E-02 | 6.69442E-02 | 9.48262E-02
MSE EV4 | 1.11837E-01 | 2.07771E-01 | 1.26806E-01

There is no doubt that the success of classifier is directly
affected by the number of input values and the appropriate
features. The aim of this study is to find the optimal number
of features and features from EEG data that were collected
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retrospectively. The success and performances of feature
vector and eigenvectors were tested, eigenvector that
provides the highest success was determined. The high
number feature reduced both speed and the success of the
classifier. On the other hand, a high success could not be
achieved with a small number of features. In this study, EV3
was found to be appropriate eigenvector from EEGs that
include epileptic activities and normal signals as shown in
Figure 5. The success of the EV3 can be detected using
different classifiers and classification of different datasets.

Test ROC
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Figure 5: ROC graph of NN classifier for EV3. (a) Training ROC. (b) Test ROC.
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IV. CONCLUSIONS

Automated detection of EEGs is very important for
determining of normal and epileptic activities preictal,
interictal and ictal. We tried to identify the most appropriate
features on EEGs of epilepsy and normal patients. Initially,
252 features were extracted from the sub-bands obtained
after the decomposition through the DWT and statistical
methods. Principle component analysis was used for
dimension reduction of EEG data in the study. High
dimensional data and spatial redundancy reduced by PCA
recognizing first few principle components. Therefore,
excessive information was not received to classifiers through
this reduction algorithm [22]. ANN algorithm was
performed for detecting the best eigenvector.

As is known, PCA is a method that gives the most
relevant and relevant features in matrices with a large
number of properties. With this method, the number of
property vectors obtained by using different property
extraction methods was reduced and the success of the
classification vectors obtained was tested with ANN, which
is one of the best classification methods. There is no doubt
that the PCA method has greatly increased the success of
data with such a large number of features.
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Abstract — Bone fractures are among the biggest health
concerns in the world. Understanding the factors leading to bone
fracture is the essential step to develop new strategies for dealing
with this costly and deadly health problem. Studies published in
recent years highlighted that all bone fractures are not only
associated with low bone strength. In fact, fracture toughness,
which is the material property focusing of resistance of the
material to sudden and unstable growth of cracks, is an emerging
field in bone research to better understand bone fragility
associated with diseases and aging. Fracture toughness may be
more closely associated with hip fractures and atypical femoral
fractures which are two of the most common of bone fractures
seen in the clinics. In this study, the possible association between
fracture toughness and bone fractures was discussed in light of
recently emerged studies.

Keywords — bone biomechanics, mechanical
fracture toughness, bone fracture

properties,

I. INTRODUCTION

Bone tissue is mainly composed of mineral, collagen, and
water [1]. The unique hierarchical arrangement of these
three main components at different scales provides bone a
superior resistance to fracture (Figure 1) [1]. However, aging
and diseases-related numerous changes in bone tissue and
structure make the bone more brittle and wvulnerable to
fracture. Such alterations in bone matrix and structure cause
mainly bone fractures-associated with less traumatic or non-
traumatic fractures such as falling from a standing distance.
Such non-traumatic bone fractures, in fact, affect millions of
people around the world and result in huge medical costs of
more than $50 billion annually [2-4]. More critically, the
mortality rate among elderly people because of bone fractures
and subsequent complications is very high with 30%
following the year of fracture [2-4]. In order to prevent these
bone fractures, the mechanisms that cause bone fractures
should be elucidated firstly, and then strategies to stop or
reverse these mechanisms should be revealed. The
mechanisms that cause bone fracture can be viewed from
different perspectives such as molecular mechanisms or
biomechanical mechanisms. From a  biomechanical
perspective, bone fractures are, in fact, a mechanical event that
occurs when a bone is overloaded then it can bear. The
biomechanical source of the resistance of bone to fracture is
related to the bone mass or bone mineral density (BMD), the
structural/morphological properties of the bone, and the
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material properties of bone tissue [1].

A Chains of tropocollagen ——

. . Excellent Poor  Low collagen
chain 1 chain 2 chain 3 quahty
N i My on collagen collagen
. b o 4 BRITTLE
E‘:__O _QN'D 0=C 9
—0H [} "
5~/ -1 High
O-Jr o 9 g
. ¥ o =*¢ollagen
5 o = quality
| p Q
P i o
fooe =}
o :E % o ] < = _
e o Jorow O Displacement
\l:H7 k- s OH
ki o-C
B enzymatic [ al .
: . / coproteins
% . crosslink ~ [ 9YP
i | AGE crosslink mineral
. aggregate
i mineral ) -
crystals mineralized
fibril
bourid ||. collagen fibrils .
water secondary structure \,

___microdamage

il uncracked
_ ) / ligament
main crack A

propagating .ﬂ"—;collagenfﬁber
11" bridging

in mineral
@illimeter scale Micrometer scale  Nanometer scale

heterogeneity

Figure 1: Bone fracture resistance or fracture toughness is not only
associated with a single toughening mechanism. Changes in (A)
collagen structure, (B) enzymatic and non-enzymatic modifications,
(C) overall alterations in hydration and collagen structure, and (D)
porosity are closely related to fracture toughness of bone.

This figure is reused from [1].

BMD measured by double energy x-ray absorptiometry
(DEXA) is currently used as the gold standard for the
diagnosis of osteoporosis as well as the risk assessment of
bone fracture. Although previous studies have shown that
BMD is closely related to bone density and bone
structural/morphological features [5], the relationship between
BMD and bone material properties is limited. The material
properties of bone are generally supposed to refer only
strength of the bone, especially among researches with a non-
engineering background. In fact, bone strength is the value of
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the maximum stress that bone specimens can withstand
without breaking under a high amount of constant load during
mechanical tests such as tensile, compression or bending tests.
Since bone strength is easily obtained experimentally and its
interpretation is relatively easy, bone strength is frequently
used as an indicator of bone material quality by the
researchers working in the field of bone research. However,
researchers who do not have an engineering background have
the misconception that deterioration of bone strength is the
only cause of bone mechanical failure. Indeed, bone fractures
in the clinic cannot be explained solely with the deterioration
of the strength of the bone. Recent years have revealed that the
fracture toughness of the bone is at least as important as the
bone strength [6-10]. The aim of this critical review is to
briefly introduce fracture toughness, which causes mechanical
deficiency of bone, and to discuss its possible association with
bone fractures.

Il. BRIEF DESCRIPTION OF FRACTURE TOUGHNESS

Unlike the yield strength that evaluates a material's internal
resistance to irreversible (plastic) deformation, fracture
toughness is a measure of the resistance of a material to
sudden and unstable growth of preexisting micro-cracks at the
stress concentration. Stress concentrations (or so-called stress
amplifiers) are the areas in which stress is increased due to
sharp edges, large holes, the region of sudden shape changes,
rapid changes in material properties, or pre-existing cracks.
Such stress concentrated areas, which are abundant in bone
naturally, are the main source of crack initiation. In order to
prevent fracture, several toughening mechanisms such as
uncoiling of the collagen molecules, collagen-fiber bridging,
un-cracked ligament etc. (Figure 1) exist in the bone to
increase the required energy for a crack growth, thereby
increasing fracture toughness of bone [6-10]. However, age
and diseases-related alterations in bone matrix and structure
may also damage these toughening mechanisms, resulting in
lower fracture toughness. Therefore, measuring the fracture
toughness of bone has become one of the important aspects of
bone biomechanics during the past decade [6-10].

The fracture toughness, which is calculated as the stress
intensity at the tip of the primary crack leading to rapid
unstable cracks, is generally confused with material’s
toughness. The toughness of the material is the amount of
energy absorbed by a material before breaking and it is not
necessarily to be a surrogate measure of fracture toughness. In
materials with low fracture toughness, such as glass and
ceramics, the crack grows smoothly and rapidly and the
material completely breaks down during the fracture event. On
the other hand, in the case of polyethylene-type plastics with
relatively high fracture toughness than glass and ceramic, the
crack grows more slowly and does not shatter when the
breaking event occurs. Similarly, crack growth is more
torturous in the healthy bone due to the aforementioned
toughening mechanisms (Figure 1) whereas a micro-crack can
easily and suddenly grow into a huge size in unhealthy bone.
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I11. POSSIBLE ASSOCIATION OF FRACTURE TOUGHNESS WITH
CLINICAL BONE FRACTURE

Bone fractures can be caused by a single high impact load
such as a fall from the standing height when walking, as well
as by the loads that the bones are subjected to during the daily
activities [11]. Therefore, looking at the possible load regime
of bone exposed during the daily life could provide insight
into understanding the possible relationship of material
properties to bone fractures. Human bones can be exposed to
large loads once or more a year as a result of falling from
standing height, as mostly occurring among the elderly people,
with the exception of car accidents or high trauma loads such
as falling from a high place [12]. On the other hand, human
bones can be subjected to moderate loads that occur during the
lifting of something less than body weight several times a
week as a part of daily life activities. As a result of walking
and other activities in the daily life, the bones are also exposed
to low loads daily. Such variety of loads regimes can cause
both a traumatic bone fracture due to the exceeding bone’s
yield strength and non-traumatic fracture due to the lower
fracture toughness depending on bone quality.

Hip fractures are one of the most common types of
osteoporosis-related bone fractures. Approximately 90% of
hip fractures occur due to falls from a standing height [12, 13].
From this point of view, considering hip fracture as a result of
single high load exposure may simply lead to the conclusion
that the hip fractures are directly related to the insufficiency of
bone strength. Although this can be true to some extent, recent
studies also highlighted the possibility of involving micro-
cracks in fracture event. In such perspective, micro-cracks at
the stress concentration areas such as the Haversian canals and
cement line may occur during the previous fall that did not
result in a fracture or during other activities that the bones
were exposed to moderate loads. Such micro-cracks in the
stress concentration areas may then cause sudden and rapid
growth in cracks which turn into bone fracture during the last
falls or other activities [13, 14]. Therefore, it can be concluded
that hip fractures can be considered as a form of fracture that
occurs with involving both insufficiencies of bone strength
and fracture toughness.

Atypical femur fractures, which are caused by long-term
use of drugs that inhibit bone resorption, usually occur with a
rapid and sudden transverse growth of a single crack after
feeling bone pain related to the accumulation of damage into
the bone [15, 16]. In terms of a biomechanical perspective,
these fractures are emerged by uncontrolled crack growth
during a single medium load following damage accumulation
(i.e., micro-cracks accumulation) in the bone when the bone
has lower fracture toughness [17]. Therefore, atypical femur
fractures are mostly considered as a form of bone fracture that
occurs due to the insufficiency of fracture toughness.

IV. CONCLUSION

Many studies have been established the correlation between
bone strength and BMD [18, 19], which is currently used as
the gold standard in the diagnosis of osteoporosis as well as in
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assessing bone fracture risk. However, the relationship
between BMD and fracture toughness has been reported to be
weak [9, 20]. As also discussed in the previous studies [11, 13,
15, 17], every bone fracture-associated with aging and
diseases is not a form of fracture occurring as a result of
decreasing in bone strength. On the other hand, numerous
animal studies on understanding the mechanisms leading to
bone fractures or studies testing a new form of drugs/treatment
often examine the structural properties of bone and BMD.
Such studies do not mostly report mechanical properties of
bone or only report the strength of whole bone. Since not all
bone fractures are caused by the same failure mechanism (e.g.,
insufficiency of bone strength), the studies that exclude the
examination of material/mechanical properties only provide us
limited understanding on the causes of bone fractures.
Focusing on solely changes in BMD, architectural structure or
rarely bone strength may result in an incomplete conclusion.
Therefore, focusing on fracture toughness along with bone
strength can help us to better understand the causes of bone
fractures and to develop new forms of diagnosis and
treatment. In this respect, considering the possible
relationships discussed above with respect to the bone
fractures, it would be useful to report fracture toughness of
bone. Such studies can be further ensured that the relationship
of fracture toughness with clinical bone fractures is
experimentally proved.
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Abstract - There are approximately 50 million Type 1 Diabetes
Mellitus (T1DM) patients in the world. All of these patients need
external insulin injection. Because this disease is an autoimmune
disease, the best treatment foreseen in the short and medium
term is insulin supplementation. With proper insulin
administration, TIDM patients can lead a near-normal life.
Artificial pancreas is the most accurate way to administer correct
insulin. Therefore, artificial pancreas studies are gaining speed.
Artificial pancreas systems deliver insulin with a closed-loop
control system according to blood glucose value from continuous
glucose monitoring system and food intake. In use of artificial
pancreas; it is very important to model carbohydrate and insulin
mechanism correctly, to determine metabolic parameters of the
patients and to develop an algorithm suitable for the regulation
of blood glucose. It is one of the most important parameters for
good blood glucose management that a thorough understanding
of insulin and carbohydrate mechanisms for patients, relatives
and physicians. But, the mechanisms of insulin and
carbohydrates involve differential equations. Therefore, they are
not easy to understand for people who do not have a certain level
of mathematical knowledge. TIDM patients, their parents or
physicians do not have to know high mathematics and often do
not. Therefore, the mathematical models used are far from these
people. However, the fact that both patients and physicians know
and actively use these models increases the effectiveness of blood
glucose management. In this study, in order to provide an easy
understanding of the mechanism of insulin and carbohydrate,
these mechanisms were exemplified on PIMF function which was
a MATLAB function. Through this model; the mechanism of
insulin and its effect on blood glucose, carbohydrate mechanism
and its effect on blood glucose were explained. In addition, the
correct overlap of these two mechanisms was expressed
mathematically. Hypoglycemia and hyperglycemia status
estimation related to the change in blood glucose value were
explained. Insulin and carbohydrate mechanisms have been tried
to be expressed in a simple way for physicians, patients and their
relatives to use without having to know high mathematics.
mathematical models,

Keywords — carbohydrate, insulin,

T1DM.

. INTRODUCTION

healthy person's pre-meal blood glucose (BG) value is
between 80-100 mg/dL and after-meal blood glucose is
below 140 mg / dl. The BG value is regulated by the pancreas.
There is no insulin production in TIDM patients. For this
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reason, the amount of insulin taken for each nutrient must be
calculated and given externally. Insulin is given by multiple
injections four times a day or is given by subcutaneous and
continuous injection using a pump. The subject of this study
was T1DM patients using pumps. The nutrients taken increase
the BG value. The effects of each food group on metabolism
are different. Carbohydrate (CHO) is basically the main
element that increases the BG value. Therefore, the CHO
quantity of the diet taken should be known. Also; fats, fibers,
protein and conditions in which metabolism is involved are
effective in the system. For T1DM, predetermination of some
values is required. The parameter that indicates how many
grams of CHO a unit of insulin corresponds to is called
carbohydrate-insulin ratio (CIR). The parameter that indicates
how many mg/dL BG of a unit of insulin causes a decrease is
called insulin correction factor (ICF). The amount of CHO,
protein, fat and fiber in foods should be known as weight.
Once this information has been determined, there are three
steps in calculating the insulin requirement for a nutrient.
These are to determine the total amount of insulin for food
taken, the amount of insulin to be given to normalize the BG
value and the amount of insulin currently active in the body
[1-7].

The CHO mechanism is the basic dynamic that raises the BG
value. It refers to the increase in BG per unit time. In other
words, the integral of the CHO mechanism gives an increase
in BG value. In other words, the derivative of the increase in
BG value refers to the mechanism of that food. BG value is
integral of CHO mechanism. The insulin mechanism is the
basic dynamic that decreases BG value. Refers to the decrease
in BG per unit time. In other words, the integral of the insulin
mechanism gives a decrease in BG value. In other words, the
derivative of the decrease in BG value refers to the insulin
mechanism. The sum of the integrals of insulin and CHO
mechanisms taken over a given period gives the current value
of BG value. Insulin and CHO mechanisms have their own
characteristics. These curves vary slightly from person to
person. Other physical conditions also create differences in the
functioning of these mechanisms. In fact, these mechanisms
are systems of theoretically complex differential equations.
However, these models require high knowledge of
mathematics to understand and interpret. Therefore, the
feature that is very useful for patients and physicians is not

10
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used sufficiently due to lack of knowledge of mathematics [8-
16].

In this study, insulin and carbohydrate mechanisms were tried
to be explained in a language that physicians, patients and
parents could easily understood. The necessity of overlapping
these two mechanisms was expressed on the mathematical
model. Difficulties in making this overlap were explained. The
role and function of intelligent control algorithms in this
overlap process were explained.

Il. MATERIAL AND METHODS

In this study, the method used by Cankaya and Aydogdu
(2019) [1] was taken as reference and the findings of this
study [1] were used to explain the mechanisms. The
referenced insulin and glucose values were collected from
previous literature [17-41]. This study was performed using
MATLAB by creating a scenario file as an in silico work. The
created in silico patient parameters were given in Table 1 [1].

Table 1: In silico patient scenario values for the study [1].

Variables Values
Age (year) 8
Length (cm) 135
Weight (kg) 22
Total daily insulin (unit) 13.2
Total daily bolus insulin (unit) 8.58
Total daily basal insulin (unit) 4.62
Pre meal blood glucose(mg/dL) 100
Target blood glucose value (mg/dL) 100
Insulin effect type Fast
Glycemic index type CHO medium
Dinner time 22:00
CIR value for dinner time 9.5
Total CHO effect time (minute) 100
Total insulin effect time (minute) 150

The CIR values in this scenario were given in Figure 1 [1].
The CIR value is different every hour of the day. It gets its
lowest value in the morning.

30
x 20 \\ /
O 10 —/
0

0 2 4 6 8 10 12 14 16 18 20 22
times of day

Figure 1: CHO and Insulin Ratio (CIR) for times of day [1].
Insulin and CHO mechanisms have been identified with the

PINF function to make the study more understandable. PIMF
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is Pi-shaped curve membership function. pimf(X, PARAMS)
returns a matrix that is the Pi-shaped membership function
evaluated at

X.PARAMS =[abcd] (1)
X.PARAMS in (2) is a 4-element vector that determines the
break points of this membership function. The parameters a
and d specify the "feet" of the curve, while b and ¢ specify its
"shoulders". The equations of PIMF were given in (2). CHO
mechanism was selected as pimf(x,[0,32,32,65]) and insulin
mechanism was selected as pimf(x,[-5,50,50,150]).

flxia,byed) = 1, b<x<e (2)

I1l. RESULTS AND DISCUSSION

The graphs obtained [1] were expressed in a way that
physicians, patients and their relatives can understand without
requiring high mathematical knowledge.

The carbohydrate mechanism curve (Figure 2) shows how
much it acts at which moment during the duration of the
action. For any moment, it indicates the increase in BG per
unit time.

Insulin needed for 40g CHO

|—CHO mechanism

Blood glucose (mg/dL)
(=2}

0 50 100 150 200
Time (minute)

Figure 2: CHO mechanism [1].
The integral of the CHO mechanism curve (Fig. 3), the area

under the curve, shows the total increase in BG in the selected
time period.
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Figure 3: CHO mechanism and its effect on BG [1].

o

Figure 4 shows the CHO mechanism curve, the change caused
by the CHO mechanism and the instantaneous values of BG.
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Figure 4: CHO mechanism, its effect on BG and BG value [1].

The insulin mechanism curve (Figure 5) shows how much it
acts at what time during the duration of the action. For any
moment, it indicates the decrease in BG per unit time.
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Figure 5: Insulin mechanism [1].

The integral of the insulin mechanism curve (Fig. 6), the area
under the curve, shows the total decrease in BG in the selected
time period. This graph shows how much insulin will decrease
the BG value over time. The BG value can be calculated from
this curve at any time.
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Figure 6: Insulin mechanism and its effect on BG [1].

Figure 7 shows the insulin mechanism curve, the change
caused by the insulin mechanism and the instantaneous values
of BG.
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Figure 7: Insulin mechanism, its effect on BG and BG value [1].

The curves in Figure 8, the effects of all dynamics alone and
together on BG were given. In this graph, the waiting time
after insulin injection to food intake was 20 minutes. It was
observed that BG value was within acceptable limits. The
waiting time was determined correctly.

Insulin needed for 40g CHO

T
— —CHO mechanism
~——CHO effecton BG
/ —Insulin mechanism
—Insulin effect on BG | |

o Blood glucose

v

-

o

o
L

-200 1

Blood glucose (mg/dL)
o

-300 1

-400

0 50 100 150 200
Time (minute)

Figure 8: All dynamics after insulin injection and food intake [1].

In Figure 9, the insulin mechanism was late. For this reason,
BG value was out of range and hyperglycemia occurred. The
reason for this was the early start of the meal. The waiting
time given in this graph was 2 minutes. However, such a graph
may also occur due to the difficulties associated with insulin
absorption.
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Figure 9: Early food intake (late insulin effect) [1].

In Figure 10, the insulin mechanism was activated before the
CHO mechanism. For this reason, BG value was out of range
and hypoglycemia occurred. The reason for this was the late
start of the meal. The waiting time given in this graph is 29
minutes. However, such a graph may also occur due to the
high fat and fiber content of the food taken.
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Figure 10: Late food intake (early insulin effect) [1].

As can be seen from these curves, it is not possible to fully
overlap insulin and CHO mechanisms. For some nutrients, a
more suitable overlap may be provided. For some food groups,
this situation gets worse. In this case, diet should be
established according to the insulin mechanism. Or much
more advanced artificial pancreatic algorithms should be
developed. With these algorithms, the insulin injection style
can be changed. In this way, the insulin mechanism is likened
to the diet mechanism. Of course, doing both will yield more
successful results.

IV. CONCLUSION

In this study, insulin and CHO mechanisms and their effects
on BG value were tried to be expressed in a way that
physicians, patients and parents could understood. The
mechanisms of insulin and CHO were expressed by the PIMF
function in MATLAB to facilitate understanding of the
subject. Insulin and CHO mechanisms do not fully coincide
due to their characteristic properties. Therefore, further and
sophisticated applications like improved control algorithms
are needed to keep BG value within normal limits.
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Abstract - Collagen is one of the most common biomaterials.

It is perfectly biologically compatible and safe, because of its
variety of properties such as biodegradability, poor antigenicity,
and self-aggregation. Collagen has also ability of forming extra-
strength fibers with cross-linking between molecules. Collagens
are used in many different forms such as sponges, mini-pellets,
shields, gel formulation as well as in many drug delivery systems
including skin replacement, artificial blood vessels, bone
substitutes and valves. Thus, we discussed, in this article,
different applications of collagen in biomedical sciences. These
properties make collagens a primary source for medical
applications.

Keywords — Collagen, drug delivery, biomedical

I. INTRODUCTION

In human body, collagen is one of the most abundant protein.
They are classified according to their structure and the
common types are called as fibril-forming collagens which are
type |, type Il, type 111, type V, and type XI. Among them type
| is mostly found in body tissue [1]. There are 28 different
types of collagen [2]. Collagen synthesis occurs in fibroblast
cells, which are the basic cells of connective tissue. In
addition, collagen synthesis occurs not only inside the cell but
also outside the cell [3].

Due to the fact that collagens are highly biocompatible and
safe, they are regarded as very useful. They play important
roles in certain biological functions of the body such as
differentiation, cell binding, reconstruction, proliferation,
and staying alive. They are also crucial for forming scaffold
of cells, basement membranes [4].

As collagens are biodegradable and weakly antigenic, they
are mainly used as a resource for medical applications.
Collagens are used as many drug delivery systems which are
sponges, pellets, shields, gel formulation as well as used skin
replacement, artificial blood vessels, bone substitutes, and
valves [1].

Table 1: Collagen types and properties

Type |

such as skin, bone, dermis, ligament, cornea
and tendon. Type | collagen is heterotrimer
since it has two identical a1 (I)-chains and one
az (1)-chain [1, 5-8].

Type Il

Found in cartilage, embryonic epithelial
mesenchymal transitions, corneal epithelium,
notochord, nucleus pulposus of intervertebral
discs, and vitreous body. Consisted of three
a1 (I)-chains forming homotrimeric. Type |
and type Il show similar properties such as
size and biomechanical properties [1, 9-13].

Type Il

Generally found in skin, vessel wall, intestines
and reticular fibres. Type Ill collagen is
homotrimeric, has three a1 (I11)-chains. Type |
and type Il are found in body tissue mostly
together [1, 14-17].

Type V

Type V is mostly found with type | collagen
found in bone, lung, cornea, fetal membranes
[18-20].

Type XI

Generally type XI and type 1l collagens coexist
in vitreous body, intervertebral disc, and
cartilage [1, 4].

FACIT
(Fibril-associated
collagens with
interrupted triple
helices)

Type IX, XII, XIV, XIX, XX, XXI

Type IX

Found in cartilage, vitreous humor and cornea
with type 1l collagen. Type IX has not only
three triple-helical domains but also three
non-helical domains [4, 21].

Type XII

Type XII is found in tendon, perichondrium
and, ligament correlated to type | collagen
fibrils [1, 15, 22].

Type XIV

Type XIV is found in skin, dermis, tendon,
vessel wall, placenta, lungs and liver,
correlated to type | collagen fibrils [21, 23,
24].

Fibril-forming

Type I, 11, 11, V, XI
collagens p

Type XIX

Found in human rhabdomyosarcoma. Type
XIX collagen has five triple-helical domains
[1, 23].

The most abundant type of collagen is type |
which is generally found in connective tissue

Type XX

Type XX is found in fibrils such as corneal
epithelium, embryonic skin, sternal cartilage,
and tendon. It is associated with type |
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collagen fibril, similar with type XII and type
X1V collagen in terms of structure [1, 24].

forming collagens

Type XXI

Type XXI is found in blood vessels walls of
stomach, kidney, heart, placenta and muscle.
The structure of it is o1 triple helix. [4, 25,
26].

Type VII has filaments that anchoring the
epithelial basement membrane to fibril tissue
[23]. Found in dermal-epidermal junction;
oral mucosa, cervix, and skin [1].

Type VII

Network-forming Type IV, VIII, X
collagens
Also named basement membrane collagens.
Type IV Type 1V is the basic constituent of basement
membrane [1, 4].
Also named Hexagonal network-forming
collagens. Found in mostly endothelium.
Type Vill Type VIII collagen has a short chain collagen
structure [27]. The structure of type VIII is
similar to the type X, since it contains both
triple helix and carboxyl-terminal non-triple
helix domains [28].
Also named Hexagonal network-forming
collagens. Type X, found in hypertrophic
Type X cartilage, is a short chain collagen. Type X
similar to type VIII in terms of polymeric
structure [2, 23].
Multiplexin Type XV, XVI, XVIII
collagens
Type XV belongs to class of basement
membrane collagen. Found in fibroblasts,
Type XV smooth muscle cells, kidney, and pancreas.
Type XV can act in the control of
angiogenesis [1, 4].
Also named Fibril-associated collagens with
Type XVI inter_rupted triple helices (FA_CIT). Found in
amnion, keratinocytes, and fibroblasts [1, 4,
23].
Type XVIII belongs to class of basement
Type XVIII membrane collagen. Found in liver, lungs,
and vascularized tissues [1, 4].
Transmembrane Type X111, XVII
collagens
Type XIIl has a single transmembrane N-
Type X1 terminal domain and found in epidermis, hair
follicle, endomysium, intestine, chondrocytes,
lungs, and liver [1, 4].
Type XVII Found in dermal-epidermal junctions [1].
Microfibrillar Type VI
collagens
Tvoe VI Also  named Beaded filament-forming
ype collagen [4]. Found in intervertebral disc,
cartilage, lungs, vessel wall, dermis, and
placenta. Type VI has a short triple-helical
domain [1, 23].
Anchoring fibril- Type Vil
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1. BIOMEDICAL APPLICATIONS OF COLLAGEN

A. Shields

Collagen corneal shields were originally designed for bandage
contact lenses [29]. Theoretical, experimental, and clinical
studies have shown that collagen shields are effective in drug
system [30]. As a matter of fact that collagen molecules of the
human eye is very similar to porcine sclera tissue, collagen
corneal shield can be produced from porcine sclera tissue [29].
The reason for using shields in collagen based drug delivery
systems are ease of application to ocular surface under
traumatic corneal conditions [29, 30].

Drug transfer through collagen shields depends on the loading
of the drug and subsequent release by the shield [31]. After
drugs were added to collagen shield which is served as a
reservoir, the drugs interact with tears, and they begin to
dissolve. In view of the fact that friction force between the
cornea and the eyelid is significantly reduced, it was seen that
the duration of effect of the cornea increased upon with
addition of drug [32].

B. Sponges

Collagen sponges are used in places requiring the use of
biological wound dressings which are pressure sores, leg
ulcers, and donor sites. They are also used in the treatment of
severe burn and wounds [33]. As the name suggests, collagen
sponges prevent tissue leakage. They provide as smooth
adhesion on wound, thereby protecting the wound site from
mechanical damage and bacterial infection [34, 35]. As a
result, in experiments used collagen sponge implantation
showed a rapid healing in burns, dermal and epidermal
wounds [36, 37].

C. Hydrogel-collagen

Hydrogels have lots of properties such as easy production,
self-application, low antigenicity, and biodegradability. These
properties have allowed the widespread use of hydrogels as a
drug delivery system and gene delivery carriers. The
hydrogels are generally used with polymers or injectable gels
in clinical applications.

A hydrogel matrix can be successfully generated from
collagen and a glycopolymer. The optical properties of the
obtained composite hydrogels can be equivalent or superior to
that of human cornea. Because of the biocompatibility and
suturability of composite hydrogel, composite hydrogel can be
used in corneal lamellar keratoplasty [38].

D. Pellet/tablet

Mini pellets are used as one of the drug delivery method. Mini
pellets with a diameter of 1 mm and a length of 1 cm have an
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area large enough to carry drugs that are small enough to be
injected into the body [29]. Collagen-based pellets have not
only been used as drug delivery systems, but also many
studies have shown that they can be also used as gene delivery
carrier. Atelocollagen which is a low immunogenic collagen
derivative, in pellet form has been used for gene transfer.
Atelocollagen is allowed products to circulate within the
system for a long time, also facilitating the use of vectors in
somatic gene therapy [39].

E. Collagen as skin replacement

Collagen - based regeneration templates are natural polymers
used as a means of transporting drug carriers for diabetes-
induced wounds and burn wounds [29, 40]. Diluted type 1
collagen is suitable for collagen-based implants because of
high biocompatibility and mechanical change properties [41].
The healing effect can be increased by applying various
modifications to the collagen-based implant [42]. These
modifications can occur by the combination of collagen with
fibrin, glycosaminoglycan and biotin [29]. Studies have found
that the skin membrane, made from a combination of collagen
and glycosaminoglycan, is suitable for human epidermal cells.
These findings suggest that collagen combinations can be used
for skin substitution [43].

F. Collagen as bioengineered tissues

Collagen forms of wound dressings used for the treatment of
wounds and burns which are biocompatible can used in skin
replacement. This applications have pioneered studies in the
field of bioengineering [44]. Collagen is hemostatic. This
feature is an important factor in tissue repair because it
increases platelet formation and allows platelets to stick and
accumulate [45]. Owing to the fact that biodegradable
collagen structure scaffolds have large surface area, they used
for heart valves, blood vessels and cell transport process [46,
47]. Tissue graft containing collagen can be produced from
small intestine, ureter or bladder [48]. The low antigenicity
property of collagen and its ability to adapt to tissues enables
it to be used in surgical repairs [49]. Studies have shown that
from collagen-based materials developable biomaterials can
be produced.

G. Collagen in Nanotechnology

Agueous collagen solutions allow us to produce non-woven
nets by electrospinning. Electrospinned aqueous solutions of
collagen has two major advantages: high surface area and high
porosity. Electrospinning also has an advantage, which is thin
multi-layer scaffolding allows us to produce. This advantage
provides high strength [50].

Nanofibers derived from collagen via electrospinning process
were used for production of wound dressing. Because of the
fact that the collagen nanofibers have high strength, high
surface, and a wide range of pore size distributions, they
significantly contribute to cell growth, proliferation and
binding. Therefore, these properties of the collagen nanofibers
allow for the use in wound dressing [51].

E-ISBN: 978-605-68537-9-1

Type | collagen nanofibers is prepared by electrospin device
and mesenchymal stem cells are clinged on type | collagen
nanofibers. Firstly, just mesenchymal stem cells were
evaluated in terms of morphology, growth, adhesion, cell
motility, and osteogenic differentiation by scanning electron
microscope. Likewise, mesenchymal stem cells clinged on
type | collagen nanofibers were evaluated. In accordance with
these findings the type | collagen has been observed to have a
positive effect on growth, viability, adhesion, motility. If low
numbers of cells for cell therapy, this method can be suitable
in terms of proliferation of cells [52].

By using biomimetic synthesis, bone scaffolding material
(nano-hydroxyapatite / collagen / Polylactic acid composite)
has been developed which shows some properties of natural
bone and has high mechanical strength and shaping ability.
This scaffold helps to repair bone defects in the clinical
setting. The porous microstructure of the scaffold is similar to
spongy bone. It provides actively using in cell culture and
implant experiments [53].

H. Collagen as bone implant

Collagen is abundant in the extracellular matrix of bone.
Owing to the fact that collagens have perfect features such as
vascular growth, growth factor, mineral deposition, which
features provide appropriate places to bone regeneration, they
can be used in bone implant applications [54].

I1l. CONCLUDING REMARKS

Collagen is the most abundant protein in the human body. It is
constitute a quarter of the total amount of protein. Collagen is
found in many tissues such as skin, bone, ligament, tendon,
and cornea. There are 28 different types of collagen. The most
abundant of these are fibril-forming collagens which are type
I, type I, type IlI, type V, type XI. Collagen can be forms
fibers which have extra strength and stability, because
collagens have self-aggregation and cross-linking. It is often
preferred in biomedical applications because of its
biocompatible, safe, biodegradable and poor antigenicity
properties. The study of collagen use in drug delivery systems
and tissue engineering may play an important role in the
diagnosis and treatment of diseases. Considering the
applications mentioned in this paper, it is expected that useful
studies on applications of collagens in biomedical field will be
carried out in the future.

REFERENCES
1. Gelse, K., E. Poschl, and T.J.A.d.d.r. Aigner, Collagens—
structure, function, and biosynthesis. 2003. 55(12): p. 1531-1546.
2. Ricard-Blum, S.J.C.S.H.p.i.b., The collagen family. 2011. 3(1): p.
a004978.
3. Wu, M. and J.S. Crane, Biochemistry, Collagen Synthesis. 2018.
4. Yang, C., et al., The application of recombinant human collagen in

tissue engineering. 2004. 18(2): p. 103-119.

17



International Conference on Engineering Technologies (ICENTE'19)

Konya, Turkey, October 25-27, 2019

10.

11

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Olsen, D.R., et al., Production of human type I collagen in yeast
reveals unexpected new insights into the molecular assembly of
collagen trimers. 2001. 276(26): p. 24038-24043.

Toman, P.D., et al., Production of recombinant human type |

procollagen homotrimer in the mammary gland of transgenic mice.

1999. 8(6): p. 415-427.

Fleischmajer, R., et al., Dermal collagen fibrils are hybrids of type
I and type 11 collagen molecules. 1990. 105(1-3): p. 162-169.
Niyibizi, C. and D.R.J.C.t.r. Eyre, Bone type V collagen: chain
composition and location of a trypsin cleavage site. 1989. 20(1-4):
p. 247-250.

Eyre, D.J.A.R. and Therapy, Articular cartilage and changes in
arthritis: collagen of articular cartilage. 2001. 4(1): p. 30.
Fernandes, R.J., T.M. Schmid, and D.R.J.E.j.0.b. Eyre, Assembly
of collagen types I, IX and XI into nascent hetero-fibrils by a rat
chondrocyte cell line. 2003. 270(15): p. 3243-3250.

Fertala, A., et al., Synthesis of recombinant human procollagen I1
in a stably transfected tumour cell line (HT1080). 1994. 298(1): p.
31-37.

Fertala, A., et al., Collagen Il Containing a Cys Substitution for
Arg-al— 519: Abnormal Interactions of the Mutated Molecules
with Collagen IX. 2001. 40(48): p. 14422-14428.

Bruckner, P., M.J.M.r. van der Rest, and technique, Structure and
function of cartilage collagens. 1994. 28(5): p. 378-384.
Vaughan, P.R., et al., Production of recombinant hydroxylated
human type 11 collagen fragment in Saccharomyces cerevisiae.
1998. 17(6): p. 511-518.

Mazzorana, M., et al., Involvement of Prolyl 4-Hydroxylase in the
Assembly of Trimeric Minicollagen X1l STUDY IN A
BACULOVIRUS EXPRESSION SYSTEM. 1996. 271(46): p.
29003-29008.

Myllyharju, J., et al., Expression of recombinant human type I-111
collagens in the yeast Pichia pastoris. 2000, Portland Press
Limited.

Vuorela, A., et al., Assembly of human prolyl 4-hydroxylase and
type 11 collagen in the yeast Pichia pastoris: formation of a stable
enzyme tetramer requires coexpression with collagen and
assembly of a stable collagen requires coexpression with prolyl 4-
hydroxylase. 1997. 16(22): p. 6702-6712.

Chanut-Delalande, H., et al., Control of heterotypic fibril
formation by collagen V is determined by chain stoichiometry.
2001. 276(26): p. 24352-24359.

Niyibizi, C. and D.R.J.E.j.0.b. Eyre, Structural Characteristics of
Cross-Linking Sites in type V Collagen of Bone: Chain
Specificities and Heterotypic Links to Type | Collagen. 1994.
224(3): p. 943-950.

Birk, D.E., et al., Collagen type | and type V are present in the

same fibril in the avian corneal stroma. 1988. 106(3): p. 999-1008.

Von der Mark, K., Structure, biosynthesis and gene regulation of
collagens in cartilage and bone, in Dynamics of Bone and
Cartilage Metabolism. Principles and Clinical Applications. 2006,
Academic Press/Elsevier Burlington, MA. p. 3-40.

Cheng, E.L., etal., Expression of type XlI collagen and

hemidesmosome-associated proteins in keratoconus corneas. 2001.

22(5): p. 333-340.

Ricard-Blum, S., B. Dublet, and M. van der Rest, Unconventional
Collagens: Types 6, 7, 8, 9, 10, 12, 14, 16, and 19. 2000: Oxford
University Press on Demand.

Koch, M., et al., Collagen XXI1V, a vertebrate fibrillar collagen
with structural features of invertebrate collagens selective
expression in developing cornea and bone. 2003. 278(44): p.
43236-43244.

Fitzgerald, J. and J.F.J.F.I. Bateman, A new FACIT of the collagen
family: COL21A1. 2001. 505(2): p. 275-280.

Tuckwell, D.J.M.b., Identification and analysis of collagen ol
(XXI), a novel member of the FACIT collagen family. 2002. 21(1):
p. 63-66.

‘Yamaguchi, N., R. Mayne, and Y.J.J.0.B.C. Ninomiya, The alpha
1 (V1) collagen gene is homologous to the alpha 1 (X) collagen
gene and contains a large exon encoding the entire triple helical
and carboxyl-terminal non-triple helical domains of the alpha 1
(VHT) polypeptide. 1991. 266(7): p. 4508-4513.

Sawada, H., H. Konomi, and K.J.T.J.0.c.b. Hirosawa,
Characterization of the collagen in the hexagonal lattice of

E-ISBN: 978-605-68537-9-1

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

Descemet's membrane: its relation to type VIII collagen. 1990.
110(1): p. 219-227.

Lee, C.H., A. Singla, and Y.J.1.j.0.p. Lee, Biomedical applications
of collagen. 2001. 221(1-2): p. 1-22.

Willoughby, C., M. Batterbury, and S.J.S.0.0. Kaye, Collagen
corneal shields. 2002. 47(2): p. 174-182.

Leaders, F., et al., New polymers in drug delivery. 1973. 5(5): p.
513-6 passim.

Kaufman, H.E.J.J.0.C. and R. Surgery, Collagen shield
symposium. 1988. 14(5): p. 487-488.

Geesin, J.C., et al., Development of a skin model based on
insoluble fibrillar collagen. 1996. 33(1): p. 1-8.

Yannas, I.V.J.A.C.L.E.i.E., Biologically active analogues of the
extracellular matrix: artificial skin and nerves. 1990. 29(1): p. 20-
35.

Pachence, J.J.M.D.D.l., Collagen: its place in the medical device
industry. 1987. 9: p. 49-55.

Marks, M.G., C. Doillon, and F.H.J.J.0.b.m.r. Silvert, Effects of
fibroblasts and basic fibroblast growth factor on facilitation of
dermal wound healing by type | collagen matrices. 1991. 25(5): p.
683-696.

Royce, P.M., et al., The enhancement of cellular infiltration and
vascularisation of a collagenous dermal implant in the rat by
platelet-derived growth factor BB. 1995. 10(1): p. 42-52.

Deng, C., et al., Collagen and glycopolymer based hydrogel for
potential corneal application. 2010. 6(1): p. 187-194.

Ochiya, T., et al., New delivery system for plasmid DNA in vivo
using atelocollagen as a carrier material: the Minipellet. 1999.
5(6): p. 707.

Meena, C., S. Mengi, and S. Deshpande. Biomedical and industrial
applications of collagen. in Proceedings of the Indian Academy of
Sciences-Chemical Sciences. 1999. Springer.

Panduranga Rao, K.J.J.0.B.S., Polymer Edition, Recent
developments of collagen-based materials for medical applications
and drug delivery systems. 1996. 7(7): p. 623-645.

Koide, M., et al., A new type of biomaterial for artificial skin:
Dehydrothermally cross-linked composites of fibrillar and
denatured collagens. 1993. 27(1): p. 79-87.

Boyce, S.T., D.J. Christianson, and J.F.J.J.0.b.m.r. Hansbrough,
Structure of a collagen-GAG dermal skin substitute optimized for
cultured human epidermal keratinocytes. 1988. 22(10): p. 939-957.
Auger, F.A,, et al., Tissue-engineered human skin substitutes
developed from collagen-populated hydrated gels: clinical and
fundamental applications. 1998. 36(6): p. 801-812.

Miyata, T., T. Taira, and Y.J.C.m. Noishiki, Collagen engineering
for biomaterial use. 1992. 9(3-4): p. 139-148.

Kuzuya, M. and J.L.J.E.c.r. Kinsella, Induction of endothelial cell
differentiation in vitro by fibroblast-derived soluble factors. 1994.
215(2): p. 310-318.

Chevallay, B., et al., Collagen-based biomaterials as 3D scaffold
for cell cultures: applications for tissue engineering and gene
therapy. 2000. 38(2): p. 211-218.

Clarke, K.M.,, et al., Intestine submucosa and polypropylene mesh
for abdominal wall repair in dogs. 1996. 60(1): p. 107-114.

Van der Laan, J., et al., TFE-plasma polymerized dermal sheep
collagen for the repair of abdominal wall defects. 1991. 14(10): p.
661-666.

Buttafoco, L., et al., Electrospinning of collagen and elastin for
tissue engineering applications. 2006. 27(5): p. 724-734.

Rho, K.S., et al., Electrospinning of collagen nanofibers: effects on
the behavior of normal human keratinocytes and early-stage
wound healing. 2006. 27(8): p. 1452-1461.

Shih, Y.R.V., et al., Growth of mesenchymal stem cells on
electrospun type | collagen nanofibers. 2006. 24(11): p. 2391-
2397.

Liao, S., et al., Hierarchically biomimetic bone scaffold materials:
nano-HA/collagen/PLA composite. 2004, 69(2): p. 158-165.
Giannoudis, P.V., H. Dinopoulos, and E.J.I. Tsiridis, Bone
substitutes: an update. 2005. 36(3): p. S20-S27.

18



International Conference on Engineering Technologies (ICENTE'19)

Konya, Turkey, October 25-27, 2019

Semi-Automatic Cardiac Vector and Angle
Calculator Development

AISIK! and MF. AKSAHIN?

! Baskent University, Ankara/Turkey, isik_atakan@gmail.com
2Baskent University, Ankara/Turkey, maksahin@hotmail.com

Abstract - One of the important diagnostic data in ECG is
determining Heart axial vector. This vector can help doctors to
diagnose a disease or to state the heart’s medical condition from
electrical signals. However, determine these vectors have some
difficulties like drawing and calculating QRS or any other
important regions like S-T on the ECG paper. This is also a very
long process. Besides during the process, there is a high possibility
to make mistakes by human hand. To shorten this process and at
the same time to avoid the mistakes by human hand during the
measuring and calculating heart vectors, we approached via
image processing techniques and designed a Python-based
Graphical User Interface. The program was designed manually
calibrating-globally usable. We aim to make this process short
and more reliable. This program can measure the distance
between two dots that the user has determined on ECG papers
and according to data program can calculate the aVf, aVl, aVr
and Lead 1 deviations’ heart axis and their angle. Thus, the user
can measure any region on these deviations mathematically and
calculating the heart vectors from these deviations. We analyze
ECG Papers from real patients by the program and by hand. Asa
result, the recorded data are correlated with high accuracy.

Keywords - ECG, GUI, Biomedical, Image Processing, Cardiac
AXxes

. INTRODUCTION

BASICALLY ECG is a routine test to diagnose many heart

diseases. The test showed us electrical signals that the heart
produces and the ECG records these signals from the electrodes
on the patient's surface skin. One of the most important data
that can be calculated from ECG signals is the cardiac vector.
The cardiac axis is the net or means direction the electricity
takes during ventricular depolarization [1]. The concept of
cardiac vector describing the electrical activity of the heart and
the three cardinal bipolar limbs lead vectors (lead I, lead Il &
lead 111) forming an equilateral triangle with heart at the center
of the homogeneous volume spherical conductor which was
firstly described by Einthoven [2]. In classical ECG analysis,
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many deviations are used to collect data and calculating heart
vectors. In literature, there are 6 cardiac axes. Basically Lead 1,
2, 3 axis and aVf, aVI, aVr axis that is distributed from basic
axis. This shows all six leads' view of the heart [3]. If we are
looking at the heart to the front side, the Lead 1 axis is
intersected heart's middle point horizontally. Lead 2 has a
60-degree angle to down from lead 1 and lead 3 has a

120-degree angle. The distributed axis aVf is intersected heart's
middle point vertically. aVI axis has a 30-degree angle to the
right side from aVf and aVr has a 30-degree angle to the left
side from aVf. So we have 6 axes that intersected in one point
but directed different points in particular angles. From here we
can demonstrate this axis' in X-Y plan and express the axis as
trigonometric equations. Determining the cardiac axis is an
important component of 12-lead ECG interpretation and can
help to confirm the presence of various cardiac conditions [4].

Calculating heart vectors is not only about the axis. Before
the vector calculation, we need to measure the QRS-T region of
a specific deviation signal. After the maximum and the
minimum value measurement of specific QRS-T value, the user
can enter the values for related deviations and calculates the
heart vector or angle.

Several methods can be used to calculate the cardiac axis,
though occasionally it can prove extremely difficult to
determine [5]. In this study, we develop software that make
easy to calculating heart vector using image processing
techniques on ECG papers.

Il. MATERIAL AND METHOD

We aim the making calculating heart vectors faster and more
reliable in the study. In this manner, we developed the software
prototype that can measure the distance in the regions of the
ECG and we use these distance on calculating the heart vectors.
Principle of the calculating is analytical geometry. Each heart
axis can be mathematically expressed as an equation on the XY
plane. So using this we develop the software which is manually
calibrating and globally usable.
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A. Graphical User Interface(GUI) and Image Loading

We use python 2.7 and openCV library for design and coding
our GUI. Our GUI has one large image panel and several
buttons and a textbox for measurement. The image panel’s
resolution is 1280*720 pixels. It is great to see the images detail
without losing any detail. Image names must be all Latina
characters and must not contain any special characters for
loading. So we renamed the ECG paper images like 1.jpg,
2.jpg, etc. The software window has been given in figure 1. We
can load an image from file then start a measurement.
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Figure 1. ECG analyzes GUI

B. Distance Measurement

In the study first, we must measure the distance between the
selected 2 dots. For this purpose, we design the algorithm that
saves the pixel coordinate on the computer screen when the left
mouse clicks and then draw a line to the second point that
occurs when right mouse click. After saving the coordinates we
can measure the pixel length of the line using the formula of the
distance between two points. Measuring screen has been shown
in figure 5. Formula has been given on equation 1 [8].

d(A B)? = (X, — %)% + (Y, — V1) @)
C. Calibr
ation

After the measurement of the distance of two points, we face
a problem. The problem is the distance that we calculate is not
metric but is a pixel value. For converting pixel to metric we
must know the real distance of the line that we draw on the
ECG paper photo. Generally, ECG papers print on the graph
paper and have information about the
mm(millimeter)/mV(millivolt). So if we draw the line on ECG
paper we can see the real distance using the graph papers
spacing. And we can create a calibration factor. Calibration
Factor equation has been given on equation 2. We use a
calibration image for testing calibration algorithm.

Cf =Rd /Pd )
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Where CF is calibration factor, Rd is real distance and Pd is
pixel distance.

Figure 2. Calibration Screen

D. ECG Measurement

After the creating calibration factor, we can draw a new line on
ECG. We select any 2 points and measure the length of line.
Also using the coordinates of points that the algorithm saves
before the measurement we can measure the distance on the X
plane and Y plane separately. X plane represents the time
vector on ECG and Y plane represents the amplitude of the
ECG signal. ECG has many signals of different deviations. So
we can measure any deviations and any pulses amplitude or
time difference. For minimizing the mistake on the point
selection after the selection, a new window will show up and
we can zoom in the image and control the points and
line.Zoomed image has been shown in figure 4. Also, we can
save or move the image in this window. In this study, The ECG
is analyzed for only aVF, aVL, aVR and lead 1 axis. The heart
axis figure has been given in figure 4 [10].

“aVR “aVL

—
IS0

12 o
Am . “n

Figure 3. Cardiac Axis Plane

As seen in figure 3 above we can simply express lead 1 and aVF
axis as an equation. Lead 1 intersects origin horizontally and
aVF intersects the origin vertically. So we can calculate the
slopes of the other axis using the angles between the x=0 and
y=0 lines shown in equation 3.
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Xx=0y=0;y=2%x//3y=-2*x//3 3)

The equations are evaluated in the software and written
software can calculate each coordinate from the measured
value of the related axis.

Software user must enter the value of the axis vector by 2
different numbers after measurement of the related axis. Firstly
the highest voltage of the pulse is determined from the origin
and secondly, the lowest voltage value is determined from the
origin. Then using the determined values of the related axis, the
algorithm calculates the perpendicular line of the related axis
and the coordinate of intersection point on the axis plane.
Software makes subtraction of highest positive value and
lowest negative value as a default operation. If we want
summation, we can multiply the lowest negative distance with
-1 by entering this value in the textbox. After all values
entered, the calculate button will calculate the planar angles
between the particular axis and we can see these angle values
on the screen. Calculating screen has been shown in figure 6.
Calculating is a bunch of simple mathematical process. Firstly,
algorithm takes the values of the axis and calculates the axis
vector. Then create intersection lines that are perpendicular to
the axis values to all axes. Finally, the angle between the vector
and x=0 line is calculated and as a result, the algorithm
calculates the heart vector’s angle between any specific axis.
We used the corrected formulas of the previous study [6].
Process order and using equations has been given in equation 4

(8].

: 1. . (4)
y:mx+n,m1:7m—,tan(0z):\m27m1 |/L+m,*m, |
2
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Figure 4. Zoomed Measured Region
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Figure 6. Calculation Screen

E. Plotting Axial Plane

After all this process we know the angles and we can plot the
axial plane which has heart axes such as aVF, aVL,aVR, lead 1
and perpendicular intersection to these axis’ vector values that
we measure and enter by using the software. Plotting screen has
been shown in figure 7.
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Figure 7. Plotting Screen
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I1l. RESULT AND CONCLUSION

We used 8 different clinical ECG sheets to compare our
algorithm working correctly. 8 different ECG sheets have been
measured 4 different scorers via hand and then we compare
results with our software results. As you can see in table 1, our
software calculated the heart planar angle correctly. Paper
images have been collected from reference [9].

Table 1. aVR, aVL, aVF positive and negative values measured by
hand and by software

VR Fasand Hegalus L Fasand eg lues 3l/FPasand Neg Values
ECG Paper 1 Lnn-dmn 0672mm-3.23mn 1on-2mm 11lmn2 %mmn Smar 2nm |4.14nm L1lmm
G Paper 2 dmm-11mm 178mm-958mm 11nm-dmm I8 émm 2mn [ Amm:Smm 3.55nm-3. lnm
E(G Paper3 (0mn-10mm 089mm-9.32nm 11mmlnm [7.2mm2mn 3mn-1nm 1. 7%nm0&mm
G Paperd 1mmSmn 039nm-dmm 3mn-dmn 155mm 22 7mm-0mm 5.3nm-0mn
ECG Pager 5 3mn-12mm 2mmd.10nm Smm0mn [4.2m0mn lémm-3mn |4.22nm- 2mm
G Paper 1mm10mm 067mm-7.10mm 7mn-1mn | mm0.67mn 3mm lmm 2. 2mmdmm
(G Pager 7 2mm-23nm 311mm-13.23 2mmémn 2 %mn3 limn 2Lmn-2mn 114lmn2 Bmn
G Paperd 10 5mm-9.5mm 07 lmm-667mm Smn-15mm 13 23mm0 95mm Smm0.5mm 13.10mn-0.48nm
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Abstract -  Schizophrenia is one of the most important
psychiatric diseases which affect daily life negatively and cause
disruption in emotion and behavior. Functional MRI studies have
shown that there are differences between schizophrenia patients
and healthy individuals. In this study, the effective brain
connectivity of a schizophrenic patient and a healthy person of
the same age were analyzed with functional MRI. Spatial
preprocessing steps were applied to the resting-state data used
for this purpose and dynamic causal modeling analysis was
performed. At the analysis stage, effective connectivity between
the medial prefrontal cortex, posterior cingulate cortex, right
inferior parietal lobe and left parietal inferior lobe were
investigated. According to the analysis, it was observed that
effective connectivity was increased between the medial
prefrontal cortex and right inferior parietal lobe regions in a
schizophrenic patient.

Keywords — fMRI, DCM, Resting-State, Schizophrenia

I. INTRODUCTION

Schizophrenia is a mental disorder that affects a person's
thinking, speech, and behavior, causing genderless to lose
contact with reality. The diagnosis of schizophrenia is made
by a psychiatrist who evaluates clinical findings such as
schizophrenia symptoms test, examination, and diagnostic
tests [1]. In recent years, with the increasing popularity of
neuroimaging techniques, functional MR imaging (fMRI) has
been used to examine biomarkers of schizophrenia [2].
Functional MR is a noninvasive technique for monitoring
brain activations [3] In an fMRI experiment, three-
dimensional MR images are recorded while the subject is
performing some tasks on the MR device and the changes in
the measured signals between these images are determined [4].
fMRI is generally used to determine neurological losses after
surgical interventions. It is also preferred to reveal the basics
of cognitive indicators in the brain and to examine the
connectivity of regions that interact with each other in the
brain. There are differences in brain activations in diseases
such as mild traumatic brain injury, Alzheimer's, depression,
schizophrenia compared to healthy individuals. This is
important for the development of methods to assist physicians
in diagnosing the disease [5]. Brain functions can be
significantly understood by a task or stimulus-based fMRI. In
addition, a method called resting-state fMRI (rs-fMRI) has
been used to demonstrate the brain functions when it is not
under any task.
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With rs-fMRI, functional connectivity of structurally
unconnected regions can be examined. [6]. Functional
connectivity is defined as the correlation between distant brain
regions. Researchers have shown by functional connectivity
analysis that functional integration in patients with
schizophrenia is impaired [7]. Moreover, another method in
which the connectivity in the brain is examined is effective
connectivity. [8] have proposed that “effective connectivity
should be understood as the experiment- and time-dependent,
simplest possible circuit diagram that would replicate the
observed timing relationships between the recorded neurons”.
That is, effective connectivity emerges as a result of causal
interaction between neurons in the nervous system [9]. Friston
et al. (2011) have mentioned that effective connectivity is
activity dependent and based on an interaction or a coupling
model. At this point, it can be said that there are differences
between functional connectivity and effective connectivity.
Functional connectivity is expressed by measurements of
statistical dependencies such as correlation coherence or
transfer entropy, while effective connectivity is expressed by
parameters that attempt to explain observable dependencies
such as functional connectivity [10] . Effective connectivity
analysis uses Dynamic Causal Modeling (DCM) to estimate
the coupling between brain areas and how this coupling is
affected by changes. DCM is a model that works with the
estimation of problems arising from experimental inputs as
well as incorporating nonlinear and dynamic aspects of
neuronal interactions [11]. DCM analysis is performed under
SPM toolbox which based on Matlab. With DCM analysis, the
connectivity between the main components of the Default
Mode Network (DMN) can be analyzed [12].

In the literature, there are many studies in which fMRI is
used in schizophrenia. These are generally divided into two
groups as classification and connectivity analysis. In the
classification of schizophrenia, resting-state data are widely
used [4, 13-16] and the disease is classified above 90%
accuracy [17]. In addition, there are studies examining the
interaction between DMN regions of the brain in connectivity
analysis. For example; Schldsser et al. (2003); showed that
there were differences in connectivity strengths in a cortical-
subcortical-cerebellar network between schizophrenic patients
treated with typical and atypical antipsychotics and healthy
controls [18].
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Deserno et al. (2012); mentioned the disordered prefrontal
parietal effective connectivity in schizophrenia using DCM
and they showed the decreased WM-dependent modulation of
effective connectivity from dIPFC to PCC is reduced in
patients [19]. Kirino et al. (2017) used EEG and resting-state
fMRI data in their study, and demonstrated that functional
connectivity between the right posterior temporal gyrus and
the medial prefrontal cortex was stronger in patients with
schizophrenia than healthy subjects [20]. In this study,
effective connectivity between medial prefrontal cortex,
posterior cingulate cortex, right inferior parietal lobe and left
parietal inferior lobe in DMN regions were investigated. For
this purpose, rs- fMR images of a schizophrenic patient and
healthy person were analyzed with DCM.

Il. MATERIAL AND METHOD

A. Used Data

Resting-state functional MRI data for schizophrenia and
control subjects  were obtained from http://
fcon_1000.projects.nitrc.org/indi/retro/cobre.html. which was
archived by the Center for Biomedical Research Excellence
(Cobre). A multi-echo MPRAGE data were acquired on a 3-0-
T Siemens Trio scanner with the following parameters: TR
(repetition time) =1.64, TE (echo times) = 3.5, voxel size
=1x1x1 mm, total scan time = 6 min. Moreover Resting State
data was collected with single-shot full k-space echo-planar
imaging (EPI) with TR: 2 s, TE: 29 ms, matrix size: 64x64, 32
slices, voxel size: 3x3x4 mm3) [21].

B. Pre-processing:

The preprocessing stage consists of data transformation, re-
alignment, slice-timing, co-registration, normalization and
smoothing. These processes are performed before dynamic
causal modeling. The data is processed and the parameters
which are used in the analysis are generated. For this purpose,
firstly, resting-state data with .nii extension obtained from
Cobre database were rearranged and 150 fMR images were
obtained. Preprocessing steps were applied to these 150 fMR
and T1 Anatomic volumes using SPM12
(http://www.fil.ion.ucl.ac.uk/spm). For this purpose, the fMR
images were re-aligned to a reference volume in order to
correct the movements caused by MRI. After realignment, the
aligned images are averaged and used for co-registration. At
the same time, motion regression used in DCM analysis is
produced. Exact timing is an important procedure for
functional MRI data analysis. Data sets are generally
measured using repeated 2D imaging methods. A transient
cross-sectional shift occurs when 2D images are sequenced.
To eliminate the timing difference between the slices, the
slice-timing correction is used. With slice-timing, each slice
was temporarily aligned to a reference slice depending on the
appropriate sampling method. The recorded 3D structural and
functional images do not match with each other depending on
the inconsistent cross-sectional orientation and voxel
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resolution of the different MR contrasts. This causes problems
when it is desired to show the brain regions in which the
activation occurs. The 3D structural and functional images do
not match with each other depending on the inconsistent cross-
sectional orientation and voxel resolution of the different MR
contrasts. This causes problems when it is desired to show the
brain regions in which the activation occurs. Functional-
structural co-registration was applied to the data by matching
the functional and structural images. In another step, high-
resolution T1 images were normalized to a T1-weighted
standard brain template. This process is applied to standardize
different brain sizes. Finally, spatial smoothing was applied to
eliminate noise in the images. For this analysis, images were
smoothed with a Gaussian kernel with FWHM =9 mm.

C. Effective Connectivity Analysis

DCM, or spectral DCM (spDCM), is used to estimate the
effective connectivity between coupled neurons that cause
functional connectivity. In this study, SPM12 based DCM was
used to investigate the effective connectivity between DMN
regions [22]. DMN s a brain system that is active when
dreaming or thinking about the future. The DMN regions
include the medial prefrontal cortex (mPFC), a part of the
posterior cingulate cortex (PCC), and a portion of the inferior
parietal lobe and superior frontal regions. In order to
determine the effective connectivity that occurs between these
regions, time series are obtained by using the General Linear
Model (GLM) from resting-state data. Also, time series are
obtained from white matter and CSF for use as confounds. For
this purpose, the volume of Interest (VOI) for each region is
created. The objective of the VOI analysis is to calculate the
distribution of pixel values in bounded tissue structures. SPM
calculates the first principle component of the time series from
all the voxels contained in the sphere. VOI's are created for the
regions where connectivity analysis is performed (PCC ([0 -52
26]), mPFC ([3 54 -2]), LIPC ([-50 -63 32]) and RIPC ([48 -
69 35])). In this study, after estimating the time series, DCM
was constructed and a fully connected system including PCC,
mPFC and bilateral IPC was modeled. Figure 1 shows the
coordinates and voxel numbers of these regions.

(A) (8)

Voxels Location (mm)

Name  Voxels Location (mm) Name

upc 254 50 -63 32 upc 256 50 -63 32

pcC 257 0 5228 [ 27 0 5228
RIPC 213 48 88 35 RIPC 117 48 83 35

mPFC 266 3 54 2 mPFC 263 2 84 2

Figurel. The coordinates and voxel numbers of PCC,
mPFC,LIPC ve RIPC A) Patient B) Control
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I1l. RESULTS

Head motion parameters and smoothed resting-state fMR
images which are obtained with preprocessing steps were
used in DCM analysis. Figure 2 shows the check-registration
process of the smoothed fMR image and the T1-weighted MR
image. Images show that the lateral ventricular edges coincide.

Figure 2. Smoothed fMR image and the T1-weighted MR image

After preprocessing time series were calculated by GLM in
order to apply DCM to fMRI. Firstly, the time series extracted
from white matter and csf were then used as confounds in
model estimation. In order to built the DCM model, VOI's
were created in PCC, mPFC, LIPC and RIPC regions and time
series were obtained from these regions too. Figure 3 presents
the time series obtained from the DMN regions for the patient
and healthy subject.

(A) (B)

LIPC: responses

LIPC: responses

e {secancs]
PCC: responses

"o E) 100 150 2= E
tims {saconds}

PCC: responses

o = o =0 = = ES
e [szcanes}
mPFC: responses

Figure 3. Time series of DMN regions of (A) schizophrenia patient
and (B) control
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A fully-connected system comprising PCC, mPFC and
bilateral IPC is modelled by building DCM. The results are
shown in the Figure 4 .

“ &
fixed P(coupling > 0)

fixed P(coupling > 0)

A -fixed effects A - probability A - fixed effects A - probability

UPC BCC PFC RIFC
target region target region target reglon

UPC 260 RIPG mRFC UPC PCC RIPG MPFG
targat ragion

FIGURE 4. Estimated the fix effects and the probabilities
(A) Patient (B) Control

Figure 4 shows the difference between a patient (A) and
healthy person (B). The graphs below Figure 4 show the
weights with a power exceeding 0.1 Hz and a probability
greater than 0.95 with a bold line. The lines between the DMN
regions indicate the weight of the connections, and the bold
lines represent the increase in connectivity and the dashed
lines represent the decrease. The fixed effects and probabilities
values in Figure 5 are given in Tables 1 and 2.

Table 1. Fixed effects for patient

mPFC PCC LIPC RIPC

mPFC | -0.36 058 013 -0.06

PCC -0.3 - - -0.36
0.92

LIP -0.10 082 -0.11 -053

RIP 0.12 022 048 -0.10

Table 2. Fixed effects for control

mPFC PCC LIPC RIPC
mPFC | - 0.2 022 -
pPCC - - 0.2 -
LIP - 013 - -
RIP - 015 012 -

In Table 1, when the patient's weight strength is examined, it
is seen that all regions except PCC have effective connectivity
with themselves and others. There is one-way connectivity
between PCC-LIPC. In addition, Table 2 shows the weight
strength of a healthy person. According to Table 2, the weight
strengths of all regions with themselves are less than 0.1 Hz.
Also, probabilities have lower values compared to the patient.
It is also understood from the dashed lines that there is a
decreased effective connectivity between the RIPC and the
mPFC regions. For the schizophrenic patient, there is
increasing connectivity between these two regions.
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IV. DISCUSSION

In this study, functional MRI data of a patient and healthy
person were analyzed. Increasing the number of subjects will
increase the reliability of the results. In addition, the features
of RIPC and mPFC regions are thought to provide valuable
information in the classification of schizophrenic patients and
healthy individuals.
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Abstract - A variety of methods have been developed to provide
standardization in both intensity and shape in the processing and
analysis of biomedical images. One of these methods is to register
images to atlases or standard models. By registering biomedical
images, it is possible to determine how much the tissue under
examination conforms to the anatomical model or the amount of
deterioration. In the literature, there are different image
registration algorithms based on various methods, the algorithm
developed in this study is designed to be based on non-rigid,
affine transformation. Also optimization methods used for
determining the conversion parameters. The algorithm has been
developed to use both shape properties and density properties at
the same time. In order to provide maximum correlation between
the input image and the atlas, both images were processed with
Cellular Artificial Neural Networks to reveal basic shape
properties. The method was tested and compared with 3 different
optimization algorithms.

Keywords — CNN, ABC, Genetic Algorithms, Particle Swarm
Optimization, Affine transform, biomedical image registration

. INTRODUCTION

It is important to follow certain steps in the analysis of brain
MR images. A general workflow has been identified in the
literature thanks to the studies on this subject [1]. One of the
important steps in the workflow is brain image registration to
certain brain atlases [2], [3].

By registration of biomedical images, it is possible to
determine how much the tissue under examination conforms
to the anatomical model or the amount of deterioration [4],
[5]. In the literature, different image registration algorithms
based on various methods are available. We can classify
algorithms according to their characteristics [6]:

*» Dimensionality (spatial or space-temporal, 2D / 2D, 2D /
3D, 3D/ 3D)

* By registration method (external, internal, non-image
based)

e According to transformation method (solid, affine,
reflective, inclined)

* By conversion base (general, local)

* Depending on the degree of interaction (interactive, semi-
automatic, automatic)

* According to the optimization method

* According to image modality (single, multiple, model-
modality, patient-modality)

* By subject (internal, external, atlas based)

* According to the object (brain, heart, etc.)

E-ISBN: 978-605-68537-9-1

The algorithm developed in this study is designed to use
non-rigid, affine transformation based optimization methods
for determining the transformation parameters. The algorithm
has been developed to use both shape properties and intensity
properties at the same time. In order to provide maximum
correlation between the input image and the atlas, both images
were processed with Artificial Cellular Neural Networks to
reveal basic shape properties.

Il. MATERIAL AND METHOD

The proposed method has two key algorithms, Cellular
Neural Networks for defining the shape parameters of the
images and optimization algorithms for detecting the affine
transform parameters.

Cellular Neural Networks (CNNs) are two dimensional cell
arrays with local cell interconnections. Chua and Yang
introduced CNNs in 1998 [7], [8]. Every cell is related with
the neighboring cells presented as in Figure 1. [7], [8]. The
CNNs have a property which called local connectivity
property which gives CNNs to perform image processing and
pattern recognition abilities [9], [10].

C(1,1) [ C(1,2) | C(1,3)
| \ |
c2,1) 1 c2,2) — c2,3)
I l I
C(3,1) 1 €(3,2) [ ¢(3,3)

Figure 1 CNN cell structure

The constant ‘r’ represents neighborhood level of each cell
where r = 1 means 3x3 neighborhood, r=2 means 5x5
neighborhood and so on. This is called sphere of influence and
r means the radius of the sphere [11]

Each CNN cell is described with a normalized differential
state equation (1).

d
i (0 = ZisewAxYierj+r(0) + Ziten BuYiriju O +1 (D)

Nonlinearity of output is defined by Eq. (2), this equation
represents a trapezoidal function limited between
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CNN

O]

The input, state, and the output of the CNN, are represented
asu;;, x;; and y; ; respectively. The i,j values are defined in
0<i< N,and0=j = N,. In the equation (1) N; and N,
represents length and width of the input image. In the equation
(2) x is the same as Equation (1). A, B and | are special
matrices which define patterns to be detected. The A,B and |
triplet is named as template and template used in this study is
chosen as in Equation (3)
-0,372 0,656

0,090
0,603 0,398 0,603| B=
0,902 0,656 -0,372

(—1,+1)€@ and wused as of the

y () =5 [Ix =1 —[x+1]

output

A= 0,127 1126 0,127

0,982 0,647 0,242 I =[0,1430] 3
0,242 0,647 0,982

The Affine transform allows you to convert from (x, y)
coordinates to (x’, y’) coordinates by scaling, shifting, rotating
and shearing. The relationship between objects in the image
continues to be preserved during the transformation. For
example, the two parallel lines will remain parallel after the
transformation, but the angles will change [12] The Affine
conversion can be performed in both 2D and 3D. The method
is described in Equation 4 - 13.

[1’] . [ cosa  sina [; *XO]
v —sina  cosall¥ — Yo

(4)
[x’ [ cosa(x — xg) sina(y —yo)]
V' —sina(x —xy) cosa(y —yy)

()
By reconsidering the equations :
x' = (scosa)x + (s sina)y — s(xgcosa +
Vo sina) (6)
v’ = (—ssina)x + (scos @)y + s(xgsina —
Vg cosa) %
The equations can also be written as
a=scosa

®)
b =—ssina

)
x'=ax—by+c (10)
¥y =bx+ay+d (11)
Scaling factor s:
s =+va?+b? (12)

Rotation angle a:
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(13)

b
o =tan! (——)
a

In order to calculate the affine transform parameters
optimization algorithms are used. These algorithms are,
Genetic Algorithms (GA) [13], Particle Swarm Optimization
(PSO) [14] and Artificial Bee Colony Algorithm (ABC) [15] .

A special fitness function is designed for using with all
three optimization algorithms. Optimization algorithms were
run 20 times and the results were averaged and compared. The
general flow diagram of the method is as in Figure 2

BRAIN MRITO BE
| recsTERED BRATN ATLAS TUAGE
sELECcTIONOF |
| MIDSAGGITALFLANE |
P |
NN FOR CNNFOR |
BRATN MRI ATLAS MRT
[
Y )
FEATURE EXTRACTION FEATURE EXTRACTION
(SAPE AND INTENSITY ‘ | (SHAPE AND INTENSITY ‘
| |
7T - - = L]
| »  FITNESS I
I FUNCTION I
I FEATURE EXTRACTION [ .-mrr_:.r; I
| TRANSFORM I
I A |
| » r.’"'.f. ™ |
20— : |
I . . > -
| ~ PeS——
_______ P, I W
e
xo - ™~

- .
- S
| GO TO NEXT 3LICE '\.\_:-!PPL'I'PDALLSLICES? _,_;)
oy -
S e

Y s

APPLY PARAMETERS TO ALL SLICES ‘

'
[ ]

Figure 2: Flowchart of the proposed algorithm

The fitness function takes the previously generated data

sets and the affine transform coefficients as parameters. The
coefficients are calculated and updated by the optimization
algorithm at each step and the affine transform according to
the parameters is performed. After transform, the newly
acquired images are used as parameters for the next step. For
the calculation of registration success, the finess function uses
the image correlation function and the Jaccard coefficient.
The correlation function produces a value in the range [0 - 1]
by comparing the two images according to the gray level
values [16]. "0" indicates that the two images are completely
incompatible and "1" indicates that the two images are exactly
the same. The mathematical expression of the correlation
function is as in Equation 14.
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In this Equation, the images to be compared A and B are A,

the 2D average value of the A image, and B is the 2D average
value of the B image.
The Jaccard coefficient is used to measure the fitness of the
shape properties of the two overlapped images. The Jaccard
coefficient also produces a value between [0 - 1], "0" means
that two images do not overlap, "1" means that two images are
perfectly matched. The Jaccard coefficient is calculated
according to Equations 15 and 16.

__2IsnR

s +IR] (15)
_IsoRI _ D
/= SUR  2-D (16)

In this equation, S is the image obtained as a result of affine
transformation, R is the image of the atlas. The value
expressed by D in Equation 15 is another comparison
coefficient called Dice coefficient.

By using these two parameters, the conformity function
returns the image to the ABC algorithm for the next step,
calculating the success of the registration according to the
parameters from the ABC. Here the output of the fitness
function is calculated as in Equation 17.

f=1-(ar+pJ) 17)

In the equation, f corresponds to fitness, r correlation, o
correlation coefficient, J Jaccard value and P Jaccard
coefficient. Here, the a and B values are in the range [0 - 1],
which is determined by the user and indicates which
coefficient is more important.

The first step in the algorithm is to select the MRI image
and atlas images to be overlapped. The algorithm can work
both on 3D MRI images and on each individual image slice. If
only one image is to be omitted, it must be ensured that the
same slice is selected in the atlas and MRI image. If 3D
overlapping is to be done, MRI data and atlas data should be
obtained with the same parameters and sequaencing technique.
Thus, the number of slices in the data sets will be
synchronized.

In the next step, the image to be overlapped with the
original image is manually selected, if no special operation is
performed, the midsaggital plane, which is considered to be
the center of the images, is preferred to capture symmetry in
both images to be overlapped. The midsagittal plane is also
considered the starting point of the Talairach coordinate
system [3].

After selecting the images to be registered, the images must
be made available for processing. Brain atlases are obtained
using brain MRI images obtained from multiple individuals
[17], therefore, although the anatomical boundaries are clearly
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quantified, the generated atlas images have noiseless and
fuzzy structure. In the study, both images are processed with
CNN algorithm to minimize the difference caused by blur,
thus revealing the image properties that can be used as
reference. The atlas image to be overlaid is shown in Figure
6.5 (a) and the MRI image is shown in Figure 6.5 (b). Figure
6.6 shows the same images obtained after CNN algorithm.

@ (b)

Figure 3 Atlas image to be overlapped (a) and brain MRI
image (b)

In addition to the fact that both images to be overlapped were
obtained by the same shooting technique, the fact that they are
close to each other in terms of noise and density values will
increase the success of registration. Therefore, in the next step,
both images are passed through the CNN algorithm and new
images are obtained to reveal the shape properties. Figure 4
shows the images obtained by CNN. CNN is preferred over a
thresholding process to zoom in on image properties, because
it preserves the structure based on the shape and texture
properties of the image to achieve the closest possible shape.
For the comparison of the algorithm, two separate data sets of
four images are created. The first data set is gray-level images
and the second data set is binary images with preserved shape
features.

@ (b)

Figure 4 (a) an atlas image to be overlapped, and (b) brain
MRI image.

The registration process is terminated by the optimization
algorithm when it reaches the predetermined number of steps
or error value. At the end of the process, if the parameters
found are to be applied to all slices, the affine transform
according to the parameters found in each slice is applied,
otherwise the algorithm is terminated. Slice 90 of subject52
data recorded with the T1 technique selected from the
BrainWeb [18] database is shown in Figure 3 (a), Slice 78 of
the atlas of T1 weighted Talairach average 305 is shown in
Figure 3 (b) and slice 90 of the image obtained from
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registration Figure 3 (c) ).

(@) (b) (©
Figure 3 Result of registration algorithm (a) Slice 90 of
subject52 data recorded by the T1 sequencing technique
selected from the BrainWeb database;

I1l. RESULTS

The evaluation was performed on normal T1-weighted MRI
images obtained from Brainweb database. Images are
registered to T1 weighted Talairach average 305 brain atlas.
Each optimization algorithm has run for 20 times and
average values of elapsed time, Jaccard and Correlation
coefficient values are tested. The tests were performed on Intel
Core™ i5-8250U CPU @1.60 GHz and 8 GB Ram with 64 bit
operating system. Results of the test are shown in Table 1

Table 1: Average results of optimization algorithms for image
registration task

Parameter PSO ABC GA
Elapsed Time (seconds) 11.7 18.4 21.7
Jaccard 0.89 0.92 0.96
Correlation 0.72 0.87 0.88

IV. CONCLUSION

In this study a methodology has been developed by using
Affine Transform, Cellular Neural Networks and Optimization
algorithms. The proposed method tested with 3 different
optimization algorithms. In general perspective it can be seen
that Genetic Algorithms gave more accurate results than the
other algorithms. On the other hand, PSO is faster than the
other algorithms. Yet the ABC algorithm can be considered as
optimum method amongst these 3 algorithms.

The accuracy of the results depends on CNN algorithm and
correlation coefficient. In the future experiments by focusing
on finding proper template matrices for CNN, getting better
results is aimed.
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Abstract — Germination of Bacillus Stearothermophilus
bacterial spores is being used as a marker in sterilization
monitoring systems to verify the success of sterilization
processes in healthcare facilities. Such systems mainly employ
optical detection techniques that are expensive and time
consuming. This work presents the first micro-scale biosensing
platform that is capable of detecting this specific spore
germination through impedance measurements. Starting from
theoretical calculations on ion concentrations, a simulation
model is built on COMSOL software to analyze the
conductance change of the medium during germination. It has
been demonstrated that even 1% germination ion yield results
in a 5-fold drop in germinant solution resistance, reaching up
to more than two orders of magnitude decrease when the
spores are fully germinated. A microfluidic biosensor
consisting of interdigitated electrodes was designed, and a
fabrication approach has been presented. This device, when
fully fabricated, poses an inexpensive solution that can provide
sterilization verification results in under 10 minutes.

Keywords — Biosensor, impedance, MEMS, lab on a chip,
germination

. INTRODUCTION

HEAT based sterilization is a procedure frequently
applied in healthcare facilities as a means to eliminate
harmful organisms on medical tools. The procedure involves
locating each medical tool in an oven and applying dry or
wet heat at temperatures exceeding 120 °C for up to one
hour. It is vitally important to ensure that such tools are
completely cleaned and free of bacteria before getting in
contact with the next patient. To this end, Bacillus
Stearothermophilus non-pathogenic bacterial spores provide
a reliable marker for the success of sterilization [1-3]. These
spores are known to be one of the most heat resistant
organisms [2], and are heavily used in temperature-related
biological studies. During the sterilization process, these
spores are simultaneously located in sterilization ovens
together with other medical tools. Following the end of the
process, the spores are placed in a nutrient solution at an
optimal temperature to observe whether germination will
occur. If the spores do not germinate into functional
bacteria, this shows that the heat-resistant spores have been
killed during sterilization, which indirectly demonstrates
that all other bacteria on the medical tools are also
eliminated since they are less heat resistant than these
spores. The germination of the spores into bacterial form, on
the other hand, shows that these spores and possibly other
harmful bacteria on the tools were not successfully
exterminated.
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The germination of the Bacillus Stearothermophilus
spores are currently detected using optical methods. In this
respect, the spores are encapsulated in small indicators with
nutrient solutions, and placed in incubators that provide
optimal conditions for germination. The incubators include a
UV light source together with photodiodes and electronics
to detect fluorescence photon emission. The spores are
exposed to UV light, which leads to fluorescence emission
in the presence of germination. Read out electronics detect
this phenomenon and the result is displayed on a small
screen. Depending on the indicator and incubator used, the
detection may take between 0.5 — 4 hours. In addition such
indicators and incubators are expensive, prohibiting their
wide availability in all healthcare facilities.

In this work, we present the analysis and design of an
inexpensive micro-scale biosensor that can detect the
germination faster than current incubators. The germination
cycle of these specific spores leads to ion exchange between
the spore and outside medium in 5 minutes after the start of
germination [4-7]. This shows that the germination can be
detected in 5-10 minutes by monitoring the conductance of
the medium. Such impedance based biosensing of various
biological agents have been demonstrated previously in the
literature [8-10]. However, to the best of our knowledge,
this is the first study on the development of a biosensor
tailored for this specific bacterial spores. The sensor is
designed using MEMS and lab on a chip technologies to
minimize the system cost and detection time as well as to
reduce the sample volume.

Il. ANALYSIS AND DESIGN

The spore mineral content mainly includes dipicolinic
acid (DPA), calcium, magnesium, manganese, potassium,
and sodium, which are released at different phases of
germination. [11-14]. Among these minerals, the highest
mineral concentration belongs to DPA, and followed by
calcium, and manganese as summarized in Table 1-2 [15].

Table 1: The mineral content of the spores

Content (umol/mg [dry weight] of spores)
DPAZ Ca** Mn?* Mg?* K* Na*
83.1 0.92 0.05 0.05 0.02 0.01

Table 2: The percentage of each ion in single spore dry weight

% dry weight of a single native spore

DPA* Ca** Mn?* Mg?* K* Na*

26.4 2.5 1.4 0.24 0.8 0.1

Based on the amount of each ion existing in the spore, the
molar ion charge density, a¢, have been calculated using
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oc=e xZxCxNa (1)
where e is the unit charge, z is the number of charges of
each ion, c is the concentration of each ion calculated using
the above tables, and Na is the Avogadro’s number. The
calculated charge densities are listed in Table 3.

Table 3: Calculated ion charge densities

Charge density in C/m3 x 10°

DPA* Ca?* Mn? Mg? K* Na*

-11.23 0.27 0.07 0.02 0.001 0.01

The resulting charge densities in Table 3 show that the
DPA? is the dominant ion released outside the spore during
the germination, and other ions can be fairly neglected to
decrease the complexity of the following model. Based on
this analysis, the ionic conductivity introduced by the DPA*
is calculated using Einstein relation that describes the
relationship between an electrolyte molar conductivity and
the diffusion coefficient of the ion content. Accordingly, the
molar ionic conductivity, A, can be written as

A=22xD xF2/R xT )
where F is the Faraday constant, R is the gas constant, T is
the thermodynamic temperature, and D is the diffusion
coefficient that can be calculated as

D=kxT/6r xn xa (3)
In this equation, k represents the Boltzmann constant, 7 is
the viscosity of the medium (in this case germinant solution,
or equivalently, water), and a is the radius of the DPA?
[16]. All the parameters of equations (2-3) are known except
the DPA?Z radius. The DPA crystal contains two molecules
whose volume is 0.338 nm® [16]. At this point, a fair
assumption is made, where this molecule has a spherical
geometry and its radius can be found by using the volume of
a simple sphere. Accordingly, the radius of the DPA? was
calculated to be 0.343 nm. Therefore, the molar conductivity
of the germinant solution containing DPA2- was determined
to be 107.3 Sxcm?#mol. Assuming the worst scenario, where
one droplet (0.05 ml) of germinant solution on a 1 cm?
sensor surface results in only 10% of the spores covering the
device surface, and only 10% of those spores germinate,
equating a DPA vyield of 1%, this value translates into a
solution conductivity increase of 7.725 mS/m.

The significant increase in solution conductance can be
detected using a biosensor with on-chip electrodes that can
perform conductivity or resistance measurements. The
general sensor configuration is shown in Fig. 1.

The device mainly consists of a set of two electrodes
on an insulating substrate that measures slightly larger than
1 cm? in area. Although not shown in Fig. 1, the electrodes
are designed in interdigitated structure, and embedded in a
microfluidic chamber to perform resistance measurements.
A droplet of germinant solution also containing cylindrical-
shaped bacterial spores are dispensed on the electrodes. The
resistance of the medium is measured by applying a voltage
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and reading the resulting current between the electrodes.
The detailed electrode design is shown in Fig. 2, where each
electrode consists of 119 thin and long finger lines
measuring 150 nm x 20 um x 8.25 mm in thickness, width,
and length, respectively. The fingers reaching to the left and
right sides are connected together. This interdigitated design
has been preferred over simpler electrode structures to
provide a larger electro-active area for interaction, and to
decrease the resistance values to an easily detectable range
for readout electronics. The finger interspacing has been
selected as 20 um to decrease the microfabrication
complexity.

Incubation medium

N\

Electrodes

Bacteria Spores

Figure 1: General biosensor design that shows the sensing
principle. Electrodes are not drawn in detail for image clarity.

1 N

1e4 um

>2X11

60 um
wn 0z

/

1ed4 um

1
Figure 2: Detailed design of interdigitated electrodes. All the
thin fingers reaching to the left and right are connected together.

The conductivity change of the germinant solution
determined through the analysis presented above leads to the
change in solution resistance. Since the electrodes are thin
and long, their surface to volume ratio is quite high, which
is observed in all devices designed in the realm of MEMS.
Therefore, a simple calculation on resistance is not possible
as the fingers have many edge areas, where the current
density becomes higher than the rest of the electrode
structure. This non-linear structure is investigated using
COMSOL simulation software that can perform finite
element analysis on electric currents. Specifically, the
AC/DC module with Electric Current physics have been

DEVICE PERFORMANCE
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used to model the problem. The electrode structure is drawn
and a potential difference is applied. The software
determines the current density throughout the device and
calculates the resulting resistance. Figure 3 shows an
example simulation output demonstrating that the current
density is higher along the top edge of the interdigitated
fingers.

Figure 3: Current density simulation results showing the current is
higher along the top edge of the interdigitated electrodes

Next, the resistance of the germinant solution has been
calculated in the simulations for the cases when (i) no
germination exists, (ii) germination with varying DPA2-
yields. It has been demonstrated that when there is no
germination, the germination solution that consists of L-
alanine and inosine results in a total resistance of 320 Q.
Figure 4 below shows the decreasing resistance of the
germinant solution as a result of the DPA? release during
germination.

70 T T

60 a

40| 1

Resistance ()]

20 1 3

L 1 T t
0 0 20 40 60 80 100

Spores DPA?~ Yield [%]
Figure 4: Decreasing trend of the solution resistance as a result of
DPA? released during germination.

The resistance of the solution decreases to 66 Q when
there is only 10 % of chip area coverage and when only 10
% of the spores germinated, which was recalled as 1% DPA
yield as described above. Accordingly, even this very small
percentage of germination results in the resistance to drop
from 320 Q to 66 Q, showing a 5 fold decrease in resistance.
This effect is easily observable by using simple readout
electronics that can perform resistance measurements. The
decreasing resistance effect has been further investigated by
assuming different levels of spore coverage and
germination, leading to increasing DPA yields. Figure 4
shows that the resistance can decrease down to less than 1 Q
when the DPA yield is 100%, showing an even pronounced
two orders of magnitude change in resistance. Considering
that even small amounts of DPA can be easily observed, and
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that the DPA release starts in the first five minutes of
germination, the results illustrated in Fig. 4 indicate that the
germination of these spores can be detected in less than 10
minutes.

IVV. BIOSENSOR FABRICATION

The biosensor structure presented in this work has feature
sizes down to micrometers. Accordingly, microfabrication
technology is required to manufacture the device. The
process flow designed for this biosensor is summarized in
Fig. 5.

Pyrex glass substrate

Cr sputtring

Au sputtring

Il

Positive photolithography

Etching

Final

Figure 5: Microfabrication process flow for the biosensor

The device is designed to be fabricated on an insulating
pyrex substrate that provides bottom electrical isolation.
Initially a 50 nm-thick Cr layer will be sputtered on the
substrate that will act as an adhesion layer between the Au
and pyrex. Next, 100 nm-thick Au layer will be sputtered as
the main electrode layer to interact with the spores and
germinant solution. Au is specifically selected to prevent
possible electrode corrosion due to extended exposure to
germinant solution. At this point, Au electroplating to
further increase the electrode thickness can be an option to
decrease the internal electrode resistance and increase signal
to noise ratio during resistance measurements. Following Au
deposition, positive photolithography with the electrode on a
mask pattern will be applied. Next, wet etching of Cr and
Au will be performed sequentially. Finally, the remaining
photoresist will be removed in acetone and the device
fabrication will be finished. The current efforts are focused
on performing this fabrication flow and demonstrating the
first set of devices.

V. CONCLUSION

A biosensor that can detect the germination of Bacillus
Stearothermophilus bacterial spores is presented. The device
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is composed of interdigitated electrode structures integrated
in a microfluidic chamber on an insulating substrate. Our
design and simulations show that ion yield as low as 1%
results in a 5 fold decrease in resistance, which can be easily
detected by readout electronics. Further analysis
demonstrated that the resistance can change more than two
orders of magnitude when the spores are fully germinated,
pointing out the suitability and applicability of the device. A
fabrication process flow to manufacture the device was
presented. Current efforts are focused on microfabricating
the biosensors for testing and evaluation. The sensor
structure presented in this work will enable the development
of a low-cost sterilization monitoring device that can
perform the process verification in less than 10 minutes.
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Abstract - In recent decades, the amount of data has grown
exponentially in various sectors, especially in the healthcare
industry. Extracting hidden value from such massive medical data
has become one of the most relevant topics for both industry and
academia. Healthcare institutions are faced with the need to
process big medical data at an increasing rate. Today's demands
on the volume of data processed and the speed at which it is
processed are such that the processes need to be almost fully
automated. These requirements apply not only to direct digital
processing, but also to procedures for setting up, adapting and
even building appropriate quantitative models. Traditionally used
models in the health care industry have been combined with new
computational methods, which are referred to as machine learning
and data mining. The article provides an overview of the current
state of research in this field. Our goal is to classify modern
methods of analysis applicable in the healthcare industry.
Description of models for comparing the effectiveness of its
various methods. This article presents the classification of modern
methods of machine learning and data intellectual analysis used in
health care. Models that use machine-learning procedures and
hybrid models that use combined methods can provide the level of
efficiency required in modern healthcare.

Keywords - Big data technology, machine learning, data mining,
healthcare.

. INTRODUCTION

S the world's population grows, predicting epidemics,

combating existing diseases and improving treatment
methods as a whole are urgent tasks for the world community.
Methods should be flexible enough to test different scenarios of
interaction and select the most appropriate solutions for the
classification of modern methods of machine learning and data
mining used in healthcare. Numerous articles are devoted to
separate technologies and comparative analysis of applied
methods. There are different methods of data analysis based on
tools borrowed from informatics and statistics. Machine
learning can find statistical correlations in a comprehensive
global medical dataset that will quickly provide predictions and
recommendations for patients and physicians (e.g., to identify
the causes of HbAlc in patients with type 2 diabetes mellitus;
disease prognosis; identification of genetic markers in
oncology; infant health prognosis; forecasting risk factors in
surgery) [1, 2]. Since eHealth data are still largely used and
therefore wasted, there is a need to convert raw data into useful
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and effective knowledge. The most valuable health data are
unstructured or partially structured, and it is very difficult to
obtain useful information from data with complex, dynamic and
heterogeneous properties using traditional analytical tools and
methods.

This review is primarily devoted to work that uses methods
based on machine learning and data mining methodologies. The
number of publications describing so-called hybrid methods has
increased significantly in recent years. Section 1 provides a
brief overview of the main methods. Sections 2 and 3 describe
how to compare different models and methods used in health
care. Section 4 draws conclusions and clarifies future work.

Il. BASIC METHODS

A. Linear regression

Linear regression links the patient characteristics represented
by the vector “x € R™” with the target variable “y € {—1; 1}

y=PBo+B.x)+e 1)

Here, “g” is a random error with zero mean. When deciding
whether to assign “y” to a certain class, “Bo+(B,x)” is treated as
a conditional expectation “E(y[x)”. Note that in recent years,
linear regression in its pure form has not been used, although it
still serves as an important tool in mixed models (such as hybrid
models).

B. Logistic regression (LR)

LR is one of the main methods of classification models used
in healthcare [1], to calculate the probability “P(y=1|x)" of
patient’s disease, which has “X” characteristics. The probability
is presented as

1
Py =110 = —cum &)

The maximum likelihood method is used to estimate the “o”
and “B;i” coefficients (“B” vector coordinates). The estimation is
carried out on the training dataset.

C. Decision Trees (DT)

This method is mainly used for classification. Let's briefly
describe the essence of methods related to the construction of
trees. Variable X is sequential if the numerical values it receives
are ordered in a significant way for classification. Otherwise,
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the variable is called categorical. The Automatic Interaction
Detector (AID) algorithm, one of the first algorithms for
building classification trees, sequentially splits the data in each
node. In the case of an ordinal variable, branching occurs
according to the conditions of the “X<c”, and in the case of a
categorical variable according to the conditions of the “XeA”.
Suppose that “S(t)” is a dataset numbers in a training sample
related to node “t”. Let's denote the average (by “S(t)”) value of
the explained variable “Y” in “y.”. The value “imp(t) =
Yiesi — y¢)*” isan indication of the contamination of node
“t”. The AID algorithm chooses a cleavage that minimizes the
sum of the contamination values of the following nodes
directly. The splitting process ends when the reduction of the
pollution becomes less than the preset threshold. Algorithms
such as Theta Automatic Interaction Detector (TAID) extend
the described method to categorical variables. Here, entropy or
the Gini index is used as an indicator of contamination. More
recent Classification And Regression Trees (CART) algorithms
replace the stopping rules used in AID and TAID algorithms
with growing and removing new branches. Chi-squared
Automatic Interaction Detector (CAID) and C4.5 algorithms
are also used. Rule Extraction algorithms, which are focused on
working with big medical data, are adjacent to the algorithms
associated with DT [3].

D. Support Vector Machine (SVM)

In healthcare SVM is used as a method of statistical
classification. The essence of the method is as follows. Suppose
that the training dataset “{(x,y)}._ ", where “xU) €

XcR™ is a characteristic description of the object, “y) €
{—1; 1}” is a binary classifier. An equation of the form “(w, x)-
wo=0, WeR" defines a hyperplane with a normal vector “w”,
which in the space “R™ separates the classes of “positive”
“y0=1" and “negative” “y®=-1" objects. The optimal
separating hyperplane is defined as the solution of the
optimization problem:

||W|| - min;

YO ((w,xP) =wp) 2 1,j =12, .1 ®3)

If there is a separating hyperplane exists, the value « 2 s

[Iwl]
the bandwidth between points of different classes. The problem
of finding the optimal separating hyperplane can be solved
using the Kuhn-Tucker theorem. Let be “L(w,wgy,A) =
é(w, wo) = X AP (w,xP) —wp) —1)”  is the
corresponding Lagrange function. The object of the training
sample “x9” is called the support vector if “A;>0” and “(w, x0))-
wo=y@”, The vector “w” is a linear combination of support
vectors: w = ¥ A, yPx . Thus, for the actual construction of
the vector “w”, a relatively small number of objects of the
training sample is used. This property of sparseness
distinguishes the method of support vectors from the classical
linear delimiters of the Fisher discriminant type. If the dividing
plane does not exist (the training dataset is not linearly
separable), the formulation of the optimization problem is
corrected. It is also possible to switch to a nonlinear separator
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using the kernel. A kernel is a function “K(x, x),x,x'€X” such
that “K(x,x")=(o(x),p (x"))” for some map “p:X—R™. When
using the map “¢”, the linear separator can be built in the space
“R™. The problem of quadratic optimization in SVM can be
formulated in a dual form: find “m}?x(Zj A+

250 Ay Oy DK (xOxO))™ if “0<k=C;” for all 5 and

“%jAy;=0”. Parameters “Cj” control the relative value of the
indicators. The following kernel functions are most commonly

used:  “K(xOxM)=(x®xDy* js the linear  model;
“K(x0x0)=((x®,x0)+1)% is a polynomial model of degree “d”;

oo OENGITI . . .
“K(x®,x0) = exp (%” is a Gaussian radial basis

function with the parameter “c”. For a new object, the
prediction is  built according to the formula
“y=sgn(ZhyPK(xD x)+bj)”, here “b=ZhyPK(x® xD)”, SVM
relative to the nuclear family has been used for public health in
many works.

E. Bayesian Networks (BN)

In healthcare, the use of the naive Bayesian method is
justified when the attributes are independent. In the most
general form, the BN is an acyclic oriented graph. During
training, conditional probability distributions of the type
“P(YI[Xy,...,Xx)” are formed, here “Y” is the vertex, and
“X1,..., X" are its “parents” on the graph. BN defines the joint
distribution of vertices. For instance, the naive Bayesian
method turns out to be if we take the categorical variable as the
root vertex, and all the attributes - as its “children”. Informal
learning of the BN consists in its maximum adaptation to the
training dataset. Optimization is carried out relative to the
functions used. These functions asymptotically lead to the same
learning outcome, but the minimum description length (MDL)
function has proved to be better on the final dataset. Let
“B=(G,0)” be BN (“G” is graph, “®” is corresponding
probability distribution), and “D={us,...,us}” is training dataset
(each “uy” assigns values to all vertices of the graph).

“MDL(B|D) = “’f’v |B| — LL(B|D).” Here “|B|” is the number

of network parameters and “LL(B|D) = YN, log (Pg(u;))”
measures the amount of information needed to describe “D”
based on the probabilities distribution “PB”. The MDL function
is asymptotically correct.

F. Neural networks (NN)

In healthcare, this method can be used to convert a set of
input variables into a set of output variables and simulate both
linear and non-linear transformations. Transformations are
performed with the help of neurons, which is a simplified model
of brain neurons. Neurons are connected to the network by one-
way information transmission channels. Each neuron can be
activated by incoming input signals, and in the active state
produces output signals. NN has a layer of input neurons (which
receive the values of input variables), a layer of output neurons
(that is, from the output signals of these neurons are formed
output variables), and hidden layers. NN differ in their
structure, hidden layers number and activation functions. In
publications, five models of NN used in healthcare have been
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analyzed: multilayer perceptron; mixture of expert; radial basic
function network; learning vector quantization; and fuzzy
adaptive resonance. The effectiveness of the application of NN
of these types was compared with the effectiveness of
parametric methods (for instance, LR), nonparametric methods
and classification models of DT. The obtained results
confirmed that multilayer perceptron does not show the highest
accuracy, networks such as mixtures of experts and networks of
radial basic functions show quite satisfactory results. Of the
above methods, the most accurate was the method of LR.
Networks based on fuzzy adaptive resonance proved to be the
least accurate. Not inferior to other networks in recognizing
patients with “positive ” symptoms, they work much worse in
recognizing patients with “negative” symptoms.

G. Genetic algorithms (GA)

A certain specificity of the application of GA in medicine is
that classification trees form the population. Mutation and
crossing algorithms are applied to trees. Otherwise, the
structure of the algorithms is standard. After the initial
population is created, the mutation and crossing processes are
repeated and evaluated. The relative number of classification
errors is used as an estimate.

H. Combined methods

Hybrid and combination methods include methods that use
different methods to improve efficiency. Three methods of
combining (ensemble methods) are most commonly used:
bagging (bootstrap aggregating), boosting and stacking [4]. The
main idea behind the bootstrap aggregating method is to build
a set of predictors that together (after some aggregation)
provide a better predictor [5]. Bagging is schematically applied
to medicine as follows. It is assumed that there is a learning
algorithm that builds a predictor “o(x,L)” on the training dataset
“L” to produce “y” at a given “x”. Based on the training dataset
the same volume as “L”). These sets consist of the same objects
selected randomly from “L” (possibly with repetitions). Let
“K+” be equal to the number of those “k” for which “@(x,Lx)”
gives a positive answer. The aggregated predictor “@” gives a
positive answer if “K, > § Bagging is particularly effective
when the basic learning algorithm is unstable (i.e., it strongly
depends on small changes in the learning set). The main idea of
boosting is to form a strong classification algorithm based on a
weak algorithm (in the sense of accuracy). In the process of
forming a strong algorithm, the weak algorithm is “retrained”
because the weights of the examples from the training sample
are redistributed: (a) In the case of correct recognition, the
weight decreases. (b) In case of incorrect recognition, the
weight increases. The following example gives an idea of
boosting. Let “X” be the space {(x0,y0)}j-1..." is a training
sample. The basic algorithm runs in a series of rounds
“t=1,...,T”. Let's denote through “Dx(j)”” the weight assigned to
the object in round “t” (the initial distribution of weights “Dq(j)”
can be taken uniformly). The task of training is to find in the
round “t” such a mapping “h¢(x)” with values in {-1; 1} that
minimizes the probability of error “g; = th(x(j))¢y(j) D.(j)”.
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Weights are updated as follows. Let “a, = iln (1;—?)” then
“Dyyy () = 222 (_Z:y]ht(xm))”, here “Z;” is the normalizing
factor (so that “De1(j)” is a distribution). The final recognition
algorithm has “H(x) = sign(Xf-; a;h.(x))”. This boosting
method, based on the use of the exponential loss function, is
called AdaBoost. It forces the algorithm to retrain in the
presence of a large number of noise precedents. To minimize
this effect, we can use the logistic loss function (such an
algorithm is called LogitBoost). When stacking, several
algorithms are combined using some kind of combiner [6]. As
arule, the role of the combiner is LR.

I Methods based on fuzzy logic (FL)

There are many publications on the application of FL
methods in healthcare. Works in which FL is used in medicine
or healthcare can be divided into two groups. The first group
includes studies where elements of FL are applied in traditional
methods. As a rule, these are works related to NN and the basic
vector method. The second group includes studies in which the
main method is borrowed from fuzzy sets theory. These are
primarily works based on fuzzy inference systems, in particular,
the systems of Mamdani and Takaji-Sugeno.

I1l. DATA SOURCE

In our study, was used the dataset which extracted from the
database of Cerner Health Facts (Cerner Corporation, Kansas
City, MO, USA), a national data warehouse that collects
comprehensive clinical records from 130 US hospitals. This
dataset is available on the UCI Machine Learning Repository
[7]. The examined dataset consists of 50 attributes and 101,766
samples. This dataset contains missing, unnecessary, and noisy
data as would be expected from real-world data. It also includes
various features that have many missing values that cannot be
directly corrected. These features were found to be useless for
the analysis. One of these features is patient weight; 98% of the
weight values in this dataset are missing. Only 332 out of
101,766 samples, which are 2% of the total sample size,
contained weight values. The HbA1c test result values were 7%
or higher for 253 samples and less than 7% for 79 samples. In
the study, since the developed classification model was based
on supervised learning, a filtering strategy was applied by
taking the specialist doctor’s opinion to determine the factors
causing the increase of HbAlc in the dataset, and the
classification model was developed by performing a logistic
regression analysis on a total of 16 features; factors causing the
increase of HbAlc have been identified.

IV. GENERAL CONCEPT OF THE MODEL

The development of the classification model by the logistic
regression method is similar for both machine learning and data
mining. Defining the relationship between the array of
dependent and independent variables constitutes the bases for
the creation of the most suitable and reasonable model. The
logistic distribution function is used to describe the logistic
regression model [8], with dependent and independent variables

37



International Conference on Engineering Technologies (ICENTE'19)

Konya, Turkey, October 25-27, 2019

(Y and “X”, respectively):

: (4)

R = E(Y = 1] (Xig, Xjpos X)) =
1= B0 =11 (X X Xige)) o B BX g P AKy)

In the logistic distribution function “P;”, the probability of
the feature that will make a specific choice value “i” of the
independent variable “X;” (the probability that “Y” will be “1”
or “0” for the “i™ sample); e is the base of the natural logarithm
(e = 2.72 equals), where “P;” is a nonlinear function with
respect to both values: the independent variables
(“Xi,Xiz,...,.Xi” are the first, second, and “k™ values of the
independent  features) and  model  “f”-parameters
“BoS1,Ba,....A" are the regression coefficients for the
corresponding variables in the model). The cumulative logistic
probability distribution function shows the “S” curve, where the
lower and upper bounds are zero and one, respectively. The
model, which expressed as equation (4) can be linearized using
the appropriate transformations, even if it is nonlinear. If in the
model (4), “Bo+S1Xirt f2Xiz...HAXik” to interchange by “Z”, so
function (5) is gotten:

- ©)

R =
! i

l+e
If “Py” is the case’s occurrence probability, so “1-P;” is the
case’s non-occurrence probability. By dividing the case’s
occurrence probability to the case’s non-occurrence probability,
function (6) is received:
A7 (6)
1-R

If apply natural logarithm to both sides, so function (7) is
obtained:

P Z: P
n(——)=Iee Y=L =h(—)=2 =
1-P ! 1-P, !
:>Zi _ﬁo +ﬁ1xi1+ﬁ2xi2 +...+ﬂkxik (7)
“L " is the logit model. In our case, independent variables,
Xi=(Xi1,Xiz,...,Xi1s)=[racei, gender;, agei, max_glu_serum;,
metformin;,  repaglinide;, chlorpropamide;, glimepiride;,
glipizide;, glyburide;, pioglitazone;, rosiglitazone;, insulin;,
changei, diabedesMed;], and Y=[Alc result] is dependent
variable.

V. EVALUATION OF THE MODEL QUALITY AND PERFORMANCE

One way to determine the quality of the machine-learning
model is to divide the sample into a learning one, which is used
to identify the parameters of the algorithm, and a control one,
for each object that is compared the class predicted by the
algorithm and the true class of the object.

Table 1. Confusion Matrix.

Positive Negative
Positive TP FN
Negative FP TN

The most common methods of model estimation are based on
the error matrix: all objects of the control sample are divided
into four categories depending on the combination of the actual
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and the predicted class (see Table 1. TP- True Positive, FN-
False Negative, and similarly in the two remaining cases). Since
the purpose of the classification model in health care is to sort
objects into positive and negative ones, the effectiveness of the
model is assessed by comparing for each object from the control
set of class data predicted by the model with the real class of
this object. The following model quality metrics are used for
the tasks of data analytics in healthcare and medicine [1, 9]:

Accuracy = S LAl — (8)

TP+TN+FP+FN
Precision (Positive Predictive Value ) = s 9)
TP+FP
Recall = —— (10)
TP+FN
Negative Predictive Value = ™ (12)
TN+FN
Precision*Recall
Fmeasure =2x Precision+Recall (12)
P TN
Specificity = - (13)

VI. ConcLusions

This article considers the current state of research in the field
of machine learning and data mining, which are combined with
traditional models of computational methods. The aim of the
article is the classification of modern methods used in health
care and the description of models to compare the effectiveness
of various methods used in medicine. This article presents the
classification of modern methods of machine learning and
intellectual analysis of data used in health care. In the future,
models using machine-learning procedures and hybrid models
using combined methods may provide the required level of
efficiency in modern medicine and healthcare.
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Abstract - Data is one of the most important things today and
their value can not be measured, they can reinforce a business,
drive new ideas, create opportunities, increase productivity etc, but
in bad hands, data can be very critical and dangerous to the person
who pronounces it, so everyone who keeps them online must take
care of them. Here is discussed data, piracy, piracy impact, data
disclosure, offensive technologies, defense technologies, preventive
methods, familiar terms for computer engineers and, in general,
exploitation art, art and most importantly, defense and war for their

safety.

Keywords — data, information systems, piracy, exploatation

I. INTRODUCTION

Data, security, privacy, software companies and all of these
similar terms have become very important terms and heard
today, with increased use of the Internet and personal data
storage, discrete and valid there, are create different methods
and do whatever for obtaining valuable data. All these
methods require extensive knowledge and great research for
their creation, as to develop such methods, they must develop
themselves and be discreetly maintained. Their discovery and
development of counter-methods is also extremely difficult.
Most of these methods require low programming languages,
unauthorized access and over-guard for each step and stage of
attack or defense on the opposite side.

All these problems and disclosure of data have created the
need for their "encryption”, which is made by cryptography
science which conceals data and makes it unreadable until the
authorized person decodes and is likely to 'l read them and use
them for thoughtful benefits.

A very small mistake in the source code or implementation
can have a big impact if someone with "bad" knowledge enters
the system and has access to those elements.

For each action, there is also the corresponding response. A
protection against piracy attacks is defined as an action,
process, technology, system or apparatus intended to prevent
or mitigate the effects of a piracy attack on the victim,
computer, server, network, or any particular device. [1]

As a licensed exploitant, a person is legally permitted to make
copies of the software solely for back-up reasons. [2]

Since it is almost impossible to stop completely, software
companies now issue legal claims to individuals who break
these software rules.

Software piracy is a major problem in America and Europe,
but in other countries is a rampant problem where routines are
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being copied for large applications that really require a
license.

This topic will aim at describing piracy and piracy
technologies, how pirated websites, torrents, P2P (Peer to
Peer), protection against them, actions to be taken to prevent
these technologies, piracy, piracy, some from algorithms used
in these technologies, etc.

II. LITERATURE REVIEW

Before the 1980s, everybody was able to copy computer
programs and pirate them without legal constraints. U.S. the
patent office knew the copyright, but only in the compiled
version, not the source code. Testimony and lobbying by
Microsoft founder Bill Gates in the late 1970s led to
legislation that began protecting the integrity of the software.
Prior to the spread of software piracy on the Internet, thieves
used Bulletin Board Systems to upload and distribute software
to local computer owners. Thieves had the opportunity to
authenticate via phone connection and download files on their
computers.

After 1990, software piracy went far and many new methods
that enabled piracy were discovered, after this time, the new
millennium turned software copying illegally in a coincidence
so everyone could steal copyrighted material. Peer to Peer
(P2P) networks, specifically Napster and then BitTorrent,
decentralized access to illegal software so that users could
share files with millions of users around the world without
leaving any trace of actions. [3]

Long history has data as well as security for it, many methods
and many countermeasures have been developed all the time
that there was a computer for breaking security doors and
receiving illegal or forceful data.

Methods for data retrieval usually use low programming
languages that not many people know, not so popular and
notorious methods as well as people who have clear and evil
goals from the attacker.

More recently, there is a growing need for data exploitation
analysts, security audit people, implementation processes, and
in general, work related to privacy, security, business data
protection or extreme cases, government or even the army.
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II. PIRACY

As in the music industry and photography industry, the
software industry has problems with piracy. While digital
technology for movies and music became widespread (ie
1990s and 2000s), the software was digital in nature and
therefore it was all possible to copy without degradation of
quality. While software piracy is "stained" by pirated movies,
music, software piracy is the best example of how piracy has
affected the software industry.

A teenager wants to create some graphic designs as a hobby
for her new website. He browses the web and asks his friends
what software he will need. Most of the answers are: Need
Photoshop, all professionals use, is the most professional
software, etc. So the teenager is determined that he needs
Photoshop software, he goes and wants to buy this software.
When he goes and sees the price of Photoshop which is 500
euros he stops and says, he can not afford to pay them all for a
hobby, and even as a student. However, he still wants to
enable his hob, so what does he do? Piracy is widespread and
has multiple Photoshop copies on the Internet, so it runs and
unloads them. After all, teenagers stay happy. At the same
time, Adobe, the maker of Photoshop, does not lose any
money, at the end no one is hurt. However, someone loses this
act, here mostly lose Adobe's competitors because they can
not compete with the cheaper prices they offer because
eventually, anyone can take Photoshop without money. Take
the example of GIMP, which is another software like
Photoshop but at a cheaper price, but Photoshop is relatively
better, so who do people choose if both are offered at a price
of 0 euros (with piracy)? Photoshop, of course. So the biggest
problem with piracy is that it has battered competitors and
creates monopolies.

On the other hand, we will also discuss data exploitation
techniques, which are related to piracy and data security.
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Figura 1. The stages of exploitation of information, which is
divided into two main phases. [24]

IV. THE ART OF EXPLOITATION

Exploiting programs is the hunt stamp. A program is formed
by a complex set of rules that follow a certain flow of
executions that ultimately tell the computer what to do even if
the executed program is now designed to stop that action. [5]

Developers are people, and sometimes what they write is not
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entirely what they are aiming for. For example, a frequent
error in development is called an off-by-one error. This is an
error where the programmer miscalculated for one. This error
is also known as fencepost error the cause of a case that
demonstrates this error in a practical way. [6]

Often, these errors go unnoticed because the programs are not
tested for any possible possibility that may occur, and the
effects of this error usually do not occur during the normal
execution of the program. However, when a program feeds
input that makes the effect of the error manifest, the
consequences of this error have a strong effect on the logic of
the program. When properly exploited, an error like this can
trigger a superficial safe program becomes a security
vulnerability.

A classic example of this is OpenSSH, which should be a
secure terminal software program, designed to turn unstable
unsigned services such as telnet, rsh, and rcp. In this case,
there was an off-by-one error in the exploited code, this simple
error allowed further exploitation of the program so that a
normal user can get administrative rights in the system. This
functionality certainly was not what the developers intended
for a secure program like OpenSSH, but a computer simply
did what it was shown to do.

Off-by-one error and incorrect Unicode extension are all
errors that may be difficult to notice in appearance but are
noticeable by any developer. Again, there are some common
mistakes that can be exploited in ways that are not so obvious,
the impact of these security errors is not always clear, and
these errors can be found in the code anywhere because the
same kind of error is done in things different, and generalized
exploitation techniques have evolved to take advantage of
these mistakes and can be used in different situations.

V. BUFFER OVERFLOWS

In security of information and development, a buffer overflow
or buffer overrun is an anomaly where a program, writing data
on shock absorbers, exceeds the buffer limit and overwrites in
nearby memory locations. [7]

Buffer Overflows have been present since the start of
computers and they still exist. Most Internet worms use buffer
overflow vulnerabilities to multiply, and today VML
weaknesses on the Internet are the cause of these shock
absorbers.

Take the language C example, which is a high programming
language, which increases the developer's control and program
output efficiency, it can also result in programs that have
weaknesses to buffer buffer and memory leaks if the developer
is not cautious. This means that when a variable is allocated,
there is no integrated security that ensures that the contents of
a variable fit into the allocated memory space. If a
programmer wants to set ten bytes of data into an amortizer
that was allocated only for eight space bits, this type of action
is allowed, though it will usually cause the program to go
bankrupt. This phenomenon is known as a buffer overflow,
since the two additional bytes will overrun and spill out of the
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allocated memory, overwriting whatever comes in the queue.
If a critical part of the data is overwritten, the program goes
bankrupt.

These types of bankruptcy programs are very common, think
about how often a program has failed or has displayed a Blue
Screen of Death (BSOD). A developer's mistake is when he /
she does not handle something / fails, there should be a check
of the length or limit on the input supplied by the user.
Program failures are annoying, but in the hands of a hacker,
they can become very dangerous, a knowledgeable hacker can
take control of the program when it fails and with surprising
results.

These overruns can also occur in other segments of memory,
such as heap and bss. If an important variable is located
behind a buffer that is vulnerable to overflow, the program
control flow can be changed, but the control tends to be
limited. The opportunity to find these checkpoints and the
lesson to use them requires creative experience and thought.

VI. STRING FORMATION

A string format refers to a control parameter that is used by a
class with functions in the string processing libraries in
different programming languages. Initially, the string is
written in template language, then usually printed standard,
but variants exist that perform other tasks along with the
result. Characters in this string format are usually copied to
function output but with other values together. The string
format is usually a precise and straightforward string that
allows static function call analysis, but may also be the value
of a variable that allows dynamic formatting but also security
vulnerability known as uncontrolled string exploitation. [8]
This is another technique used to gain control of a privileged
program. As the exploit of buffer overflows, the exploitation
of string formatting also depends on program development
errors that may appear to have no apparent security effect.
Luckily for programmers, as soon as a technique is discovered
and made known, it is easy to sec these weaknesses of the
strings and eliminate them.

Objective-C Data Types Table

Type Example Specifier
char ‘a’, ‘oO’, \n” %c

int 14, -14, 780, OXEECO, 098|%i, %d
unsigned int 10u, 121U, OxEFu ’%u, 2% x, %0
long int 18, -2100, Oxfeefl %6Iid

unsigned long int 13UL, 101ul, OxfefeUL
long long int OxeSeSeSLL, 50111 |2elid

unsigned long long int/10ull, OxffeeULL %llu, %lix, %llo
12.30f, 3.2e-5f, Ox2.2p09 |%f, %e, %g, Y%a
3.1415 %f, %e, 2%6g, Yoa
3.5e-5I1 2%6Lf, %6Le, %6Lg, %6La

%lu, 2%6Ix, ¥%lo

float
double

long double
id Nil @

Figura 2. Full list of string format specification in Objective-
C. [25]

VII. PROTECTIVE TECHNIQUES

Piracy solutions have always been a continual problem in the
software industry and not just that. There are many types of
technologies or techniques used by software or software
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companies to take anti-piracy measures.

One of the most effective ways is licensing and product
licensing management solutions.

A software license is a legal instrument (usually regulated by
the law of contracts, with or without printed material) defining
the use and distribution of the software. For example, the law
of contracts of the United States of America all software is
protected by copyright, source code, and also in the form of an
object code. [22]

A typical software license allows the end-user to use one or
more copies of the software in such ways that such use would
potentially cause copyright infringement.

These licenses in theory that only software that is legally
purchased is brave to be placed on the system. However, the
reality in these systems is easily avoided and broken licenses
are ready for anything and everything in the market. Recently,
as piracy has risen, its response to it has increased, usually,
large companies have decided to start counteracting these
actions. Traditional approaches to these actions would be: site
auditing, search warrants to inspect and confiscate stolen
software on different computers. These methods are effective
but their approaches are divisive, costly and commonly used
only by large companies such as Oracle, SAP, Microsoft,
Google, etc. Small software companies do not have enough
resources to undertake these actions, lack the legal expertise
and sufficient evidence to carry out these counteracts against
pirated software.

Just knowing that your software is pirated is not enough to
take legal action against it, printed proofs should also be
printed in order to prosecute perpetrators of illegal acts against
this software.

One of the success stories that have been pursuing software
piracy is the case of Mercedes Benz, where they filed a
lawsuit with a vehicle parts company that sold over $ 17
million of Mercedes Benz diagnostic software, which
overtakes Mercedes's pay network, whereby Mercedes has a
lot of income. Mercedesi succeeded in prosecuting these
companies and permanently closing them down. [23]

VIII. CONCLUSION

It is well known that the internet and internet technologies
are growing and developing at great speeds and unpredictable.
Every day new technologies, new methods, new research,
inventions, discoveries, innovations emerge; All of these are
of great importance in the field of technology, but some of
these methodologies and technologies are also dangerous for
man and the computer environment.

The Internet contains very private and sensitive
information, as well as valuable for businesses, individuals,
governments, military, etc. All of these are of great
importance to the possessor, and especially to some of the
latter.

Thieves or hackers are very knowledgeable and intelligent
people but unfortunately exploit these knowledge and skills in
illegal and dangerous things for the other.
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Many new technologies have recently emerged about piracy,
exploitation, infiltration, receipt of files without authorized
permission (major cause of cryptography) but some of these
technologies are for attack and theft and the rest are for
protection against these things and attacks, these latest
technologies, unfortunately, the only reason why they are
created is the cause of illegal and robbery technologies, as
with the anti-virus, every virus spurs the anti-virus to create
protection and prevention methods against the virus, without
that virus, even those methods would not exist.

Today, piracy is at its peak, the internet is a country that is
largely uncontrolled by the state, and even if it is, it is very
difficult to look after the number of websites that come out
every day. These websites are not always for social benefits
but for stealing, own benefits, cyber attacks etc.

However, it is good that data security has become a very
central topic and is getting a lot of attention because with the
increasing number of sensitive files and sensitive data on the
Internet, people have learned that their privacy and security
their is the main issue on the Internet today.

Piracy is growing and being alleviated, although the law is
against it strictly, it is very difficult to control, people or users
use VPN, false IP, overcoming security, and all possible ways
to get what they want without paying any money.

Piracy can bring losses to the software company, competitors
etc. but it is not as dangerous as hacking or exploiting data.
Exploitation of data today is at a very high level because new
methods are emerging, automatic for data extraction, misuse,
exploitation, and so on.

So, in conclusion, there is a lot of technology and methods
used for attack and infiltration, and usually these methods are
discrete and encapsulated so that no one else understands it,
because the more they spread, the faster the methods are
developed to counteract them and prevent them.
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Abstract - Tracking players in water sports is very challenging
task. Previous papers are usually based on tracking algorithms
and background modeling or players extraction. In this paper it is
presented expert system framework application organized from
different angle. All system is described through CommonKADS
methodology and it can be applied by any algorithm. This
methodology is implemented and evaluated on real water polo
match.
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. INTRODUCTION

racking and understanding movements of sport players

based on computer vision is in focus of interest for well

over adecade [1], [2]. Although it is not so hew, importance
of research in this field is rising due to demands in modern age
and increasing number of visual sensors. Processing and
understanding of surveillance video data is considered as the
most demanding part of Big Data problem.
Team and players movements and movement analysis during a
game can be used for providing consumer with additional
information during broadcast as well as for after match
statistics. Trainers and managers can use facts about tactical and
physical performance of the players and team to improve game
results. In the literature, several approaches and applications
dealing with players tracking can be found. Mainly, solutions
were given for popular and commercially interesting sports
such as football [3], basketball [4], hockey [5] and tennis [6].
Also, each solution was oriented mainly towards a particular
sport. Aspogamo [7] system is framework that can be applied
on any sport, but mainly is used with football.
In this paper, we propose adaptive expert system framework for
tracking players. Based on proposed system, we present
application on water polo based on CommonKADS [8]
methodology. As an example, in this paper is presented rather
demanding example — water polo. Tracking water polo players
wasn't considered for automatic tracking using computer vision
until now. Water polo is very challenging for computer vision
tracking application. It has some interesting demands that
should be resolved [9]: multiple occlusions between players,
dynamic background and extreme variations of players’
occurrence during tracking period. Therefore, approach and
framework that will be presented could be considered as a
representative example that will prove applicability to other
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sports and even to other areas such as beach and pool
surveillance etc.

Il. TRACKING PLAYERS IN SPORTS

As players in different sport has different characteristics, it is
important to choose correct method for tracking. There are lots
of variables that should be considered, such as position of the
players [10], occlusions among players [11], fast changes of
position and appearance of the players [12], etc. Logical step is
to include knowledge about the players and the game, i.e. the
expert knowledge. This way a computerized system for tracking
tries to best simulate a person - an observer, expert for specific
sport. Computer vision tracking players system described in
[13] cites three basic steps that should be considered from the
beginning: Camera system, players’ detection and players’
tracking.

Cameras system refers to the image acquisition method. One
or more, fixed or mobile cameras can be used. The number and
the position of the cameras depend on the field size. In water
polo one camera is enough to cover the pool.

One of the important elements for player detection methods
is background modelling. It can be utilized during the whole
process of tracking, or only for the beginning players’
segmentation. With sports such as football, the background is
known (green grass) and there are multiple algorithms proposed
for background separation. With indoor sports, background is
also known and subtraction methods of current frame from
known background can be used. Also, background refreshing
method during a game can be used. Unlike majority of sports
that have known backgrounds, for water sports the known
background is changeable, i.e. it changes due to interactions
between the players and pool water. In this case, background
modelling methods are important for detecting players as well
as for the tracking itself. In [9] is presented different methods
for classification features analysis for tracking players in water
polo. It emphasizes that extracting pool as background is one of
challenging tasks.

I1l. ADAPTIVE EXPERT SYSTEM FRAMEWORK

Adaptive expert system framework consists of three main parts:
Tracking module, Expert module and Database. Fig 1. shows
an adaptable expert system's framework for tracking players.
The main component of the framework is a database that
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Fig 1. Adaptive expert system framework

contains static and dynamic data within the system. Database
represents a knowledge base that contains facts (knowledge
about sports, players, background, and game), experience-
based knowledge of the expert (heuristic, expert knowledge),
and meta-knowledge, which represent a basis for how to use
knowledge. Different types of knowledge are linked by rules
that refer to conditions and actions.

The expert module represents a component of the system used
for expert knowledge acquisition and knowledge
representation. When dealing with machine learning systems it
is important to distinguish learning algorithm and execution
algorithm [14]. The learning algorithm generates new
knowledge or modifies existing knowledge from the set of
learning data and background knowledge. In this framework,
model (theory) present new knowledge generated from learning
examples as learning data and expert knowledge as background
knowledge. The execution algorithm uses the generated
knowledge for solving new problems.

Theoretical models adapted to a certain system are created from
knowledge of one or more experts with the help of data for
learning. The knowledge is stored in the system before work
begins and it forms static data that can be upgraded and utilized
in further tracking. Described system is referred to image
processing from one angle of view. Input image can come from
a camera, a video, or series of images stored on a computer.
Algorithm begins with the first input frame. According to
database, and through executed algorithm, the background is
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modelled with the help of background modelling algorithm.
Depending on the sport, background modelling can be executed
for a green field in football [15], known background in the gym
[16], or modelling of the pool for the water sports [17]. By
background modelling, the objects in foreground are isolated,
and it is expected from those objects to be the players. If there
are inconsistencies with defining players, an inconsistency
solving algorithm is actuated. This algorithm includes
application of knowledge about the sport and the player as well
as experience-based expert knowledge. An inconsistency
according to provided model represents a difference between
the expected after defining the player and the knowledge from
database (for ex. defining expected number of players on the
field). Data about marked players are dynamic data obtained
during the game. Every next image is processed in tracking
module. The tracking module includes one of the tracking
methods [18]. According to dynamic data from previous frame,
position of the players can be estimated as well as direction and
speed of the movement. If there is an occlusions among players,
an algorithm for solving occlusions is activated [19], [20]. The
players are then defined in a new frame by the tracking method.
Information obtained during tracking is stored into data base as
dynamic data. The positions of the players in any given time
during tracking are obtained from database, and the players
real-world positions obtained by projection transformation of
coordinates. A general model defines the core of the tracking
system and it is constructed based on analysis of knowledge-
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based system [21], players tracking system, and persons
tracking system [5] [13].

IVV. PROPOSED APPROACH BASED ON COMMONKADS
METHODOLOGY

Mostly all up to date tracking systems are applicable to football.
The systems that process other sports are very rarely utilized,
while the tracking systems for water sports are non-existing.
That is one of the motives for developing this kind of system.
Development of the system is described using CommonKADS
methodology.

According to available literature, it is determined that there is
no adequate and flexible, general system for players tracking in
team sports, especially not the ones tracking the players in water
sports. Therefore, it is necessary to approach the creation of the
system by analyzing research linked to given issue.

The goal of the tracking system is to obtain an accurate position
of each player in time t. An adaptable experimental tracking
system is utilized as a frame for developing the system of
interest. Critical points that come up in system analysis are:
defining features for tracking, background modelling, overlap
of the players, disappearing of the players from the visual field
due to water splashing, changeable shape and appearance of the
players due to swimming style, and including the expert
knowledge about water polo and computerized vision [9].
System development is organized through seven organizational
models (OM). By solving tasks in each model, knowledge is
obtained.  Previous knowledge is used in the following
organization model or in design model.

Figure.2 show organizational models and structure of the
system.

A. OM-1: Defining Features for Tracking

In water polo object is a player and it is necessary to define
tracking features. Shape of the player in water polo is
changeable and depend on situation so, an observer has to
define all the features according he visually recognizes and
tracks players in a water pool. In the first organization model
(Figure 3) observer has to analyze water polo match and parse
fields of observation that are intuitively close to him. The
observer describes all observations (how he recognizes the
pool, the players, players' swimming, and critical situations). A
system expert analyses previous research that include tracking
players, recognizing persons, and applying computer vision in
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sports. The expert control and connects existing knowledge
with features defined by the observer. Together they define
general knowledge about the water polo match.

)

Observer

)

Expert

™-1 OM-1
Defining features

Observer defines n
for 1racking

features for tracking
players in swimming
pool

Knowledge

Swimming pool description. Players
description, Number of players,
Players pasitions. Player recognition

TM-2

Expert analyzes existing I methods. Player tracking methods,
methods with similar Methods for tracking people in
problem application. swimming pool.

Figure 3: OM-1: Defining Features for Tracking

B. OM-2: Analysis and Classification of features for
Tracking

In second organization model tracking features are analyzed
through four models, and the optimal method for classification
is defined. The observer's task is to define categories which
describe the area of observation. With LabelMe annotation tool
[22] the observer separates areas and assigns the areas to a
certain category, which classifies distinguished templates. One
group of templates is used to create theoretical model, and the
other group is used for testing classification methods. The
following four categories are defined based on which the
observer finds and tracks a player: pool, player's swim cap,
player's body, and player's splashing. Since there is no stable
shape of players in water polo, color is the only feature to
distinguish categories.

Therefore, a system expert analyses features in RGB, HSI, and
YCbCr color models using Matlab program package. The
selection of these models is based on analysis of previous
scientific research [23], [24], [25], [26]. After defining color
models, the best classification method is chosen.
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C. OM-3: Separating Pool as Background

Separating background is a common method used in computer
vision. However, unlike indoor sports and football, in water
sports the background is changeable during the game and it is
affected by the player. The expert has two tasks in this
organization model. The first one is to analyze a method for
separating the pool as the background. The second one is to test
the method and to select the best method for separating the pool
and players. In this system, it is used method for separating pool
as the background [27].
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Figure 5: OM-3: Separating Pool as Background

D. OM-4: Tracking one Player in the Pool

By revising area of tracking it is determined that methods based
on particle filters [28]-[29] and point tracking with high quality
observational model gives the best speed to precision ratio. The
expert task is to create an algorithm based on division of
particles which uses as an observational model previously
obtained method for classification. Proposed algorithm must be
tested on sequence of input frames and it has to be compared to
the correct underlying values which have been defined by the
observer for the same sequence of frames.
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Figure 6: OM-4: Tracking one Player in the Pool
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E. OM-5: Tracking the Team Players in Water Polo

Although there is no system for tracking multiple players in
water sports, in this case there can be applied tracking methods
for team players in other sports. Each player has unique ID and
tracking consists of multiple independent tracking of each
player. The expert task is to design an algorithm for tracking
multiple players based on the previous knowledge, and to
compare the algorithm with ground truth data.
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Figure 7: OM-5: Tracking the Team Players in Water Polo

F. OM-6: Solving the problem of Players overlap

While tracking multiple players there is often an overlap.
According to knowledge defined by the observer, the overlap
of players in water polo can be divided to overlap with the
background (splashing) and occlusion among the players. The
system expert's task is to create an algorithm for solving mutual
overlaps based on previous knowledge, and to test it in critical
situations.
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Figure 8: OM-6: Solving the problem of Players overlap

G. OM-7: Determining Players Position in Real World

Since the results of tracking one or multiple players are
obtained in values of pixels, it is important to get true values.
Projection transformations on known points and dimensions of
the pool is performed. The system expert's task is to show the
results of previous tracking in a measurable unit (cm).
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Figure 9: OM-7: Determining Players Position in Real World
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V. [IMPLEMENTATION AND EVALUATION

The system for tracking team players in water polo is based on
adaptive expert system framework (Figure 1). System was
created and tested using MATLAB, Data was stored in XML
files. System was based on described seven organizational
models. One camera was used with field of view (FOV) that
covers the entire pool area. Independent observer was water
polo expert that observes the game and transfers the
observations to an expert for the system.

In water polo, two teams have caps of different colors. A player
is tracked by color of the cap and his body. However, during
swimming splashing occurs so the cap or the body are not
visible in some cases. In that case it is necessary to follow the
area of splashing until the player appears again. The expert for
the system analyses utilized methods for tracking, notices
critical situations that the observer pointed out, and codes
knowledge into the system. First organization model is
concluded by defining features for tracking and by analyzing
the expert's knowledge.

In second organization model the observer (expert) utilizes
input videos, and with LabelMe annotation tool, on 10 000 test
images separates 100 templates for areas that describe
categories “pool “, “caps®, “body*, and “splashing®. The expert
for the system analyses the components of color model for a
certain category by using program tool MATLAB. Histograms
of RGB, YCbCr and HSI color models are analyzed. Beside
histograms, considered is a range of values for histogram'’s
pixels. Based on the results the expert for the system chooses
colors model for describing features and test classification
methods. 800 randomly chosen pixels are used for testing; 200
for each category that the observer manually classified in order
to have accurate baseline data. Based on the classification
results, the best classification method is chosen. This
organizational model is referring to experimental module of the
system in which theoretical models for background isolation,
defining players, and tracking players are created. Supervised
classified information, ranges in defined color model for each
category, and data about game defined by the observer are
stored as static data in database.

In third organization model, the expert for the system utilizes
knowledge from previous organizational model and defines the
best method for background separation. A method for
separating the pool as background is defined in this model, and
it is based on knowledge about analyzed color models. To test
the best method, 100 different images of the pool with
swimmers are selected. In order to compare obtained results, for
each image there is a model baseline values. For methods
testing precision-recall diagram, F-measurement, correlating
with accurate baseline values, and measurement of methods'
precision were used.

In fourth organization model it is defined algorithm for tracking
single player. Algorithm is based on the methods for tracking
points. However, as observational model for certain point,
classification method from the third organizational model is
used. This ensures that points do not have weight value as the
points with particle filter have. Rather, area for each category is
defined.
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In fifth organization model, tracking of multiple players is
applied as multiple independent tracking of single player.
However, overlaps are possible when there are multiple players.
This issue is solved in the sixth organization model.
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The result is real position of player in pool using projection
transformation and known dimensions of the pool. Static
knowledge data is stored as XML files. Through expert module
expert's knowledge is stored in knowledge base - That
knowledge is represented by the tracking features according to
which the theoretical models are defined. Figure 10 depicts a
diagram of system flow.

-

Figure 11: Tracking two players with overlap

VI. CONCLUSION

This work present application of adaptive expert system
framework for tracking players based on expert knowledge of
water polo. A framework for creating an adaptable system for
players tracking is presented with CommonKADS
methodology. As an example, players tracking system in water
polo is developed.

Knowledge base in proposed system has two main types of
data: the static data which is previously stored and the dynamic
data which is obtained during the tracking. The result is
obtained by fusing the static data from the knowledge base with
dynamic data that refers to the current direction, speed, and
position of the player. When tracking the team players, multiple
independent tracking paths of a single player are applied, and
problem of overlap is solved by utilizing movement matrix.
This work present theoretical model which is applied on real
data. It includes CommonKADS methodology for developing
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and testing expert system with seven organizational models.
Every expert can use its own data, tracking algorithm,
background modelling method or classification method in each
organizational model.
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Abstract - Technology has brought many innovations and
conveniences to human life. Nowadays, some applications are
frequently used to make people's lives easier. In this study, a
model house was developed in order to make it easier for people
to meet their needs in daily life. The doors and lights of this
model house were controlled wirelessly by the phone. Arduino’s
wireless communication technology is used in the control process.
Application we use daily in our house door, lamp, etc. the tools
are remotely controlled thanks to the android supported phone.
The application is very convenient for everyone, especially
disabled-elderly people.

Keywords - Arduino, Remote control, Home control, Android,
Blueterm.

I. INTRODUCTION

As a result of the development of technology, things have
changed rapidly in our lives. Today's technology is based on
the necessary arrangements for people to live more
comfortably. Mankind has developed the technology it has
developed so far in some applications to its own benefit. The
increasing use of technology in every field and age has made it
indispensable. Today, technology can be defined as an
effective part of guiding discoveries by using data sharing in
the most effective way.

Different studies have been conducted in the same field in
the literature;

Korkmaz controlled the electrical home appliances and
security systems with a mobile phone and used the remote
control for home automation [1]. Ardam showed that remote
control of the telephone could also be used for the workplace
[2]. Bekiroglu and Daldal controlled the drive system of an
ultrasonic motor via a mobile phone [3]. Emiroglu has
implemented an inspection system that enables the operation
and control of gasoline engines with RF (Radio Frequence)
remote control [4]. Seving performed the remote control of the
DC motor speed by using micro controller. It has used RF
communication in the remote control system [5]. Kaplan
designed a remote control system that provides control of the
engine rotation direction and speed [6]. Using two
microcontrollers, Kahraman developed a remote controlled,
sleep mode and programmable climate control. In the remote
control system, an infrared communication system was used
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[7]. Using the PIC16F877 microcontroller, Karakus provided
remote control of an RF-based writing board erase system [8].
Using the PIC16F877 microcontroller, Giigiil controlled the
processes such as home lighting, garden irrigation and opening
the garage door with the help of DTMF (Dual Tone Multi
Frequency) signals [9]. Koyuncu processed DTMF signals and
performed the remote control of the vehicles via the computer
via turbo basic software [10]. Artificial Neural Networks and
Dynamic Time Bending algorithms are used separately by
using voice command home applications (light on and off,
etc.) [11]. They conducted studies on remote controlled
automatic irrigation system and its application [12]. SMS-
controlled irrigation automation control unit was developed
[13]. Arduino and Rasberry Pi were used in the system they
developed. With this system, energy saving was achieved and
smart drip irrigation system was designed at low cost [14].

The system developed in this study is designed to facilitate
the daily life of people in general. It can be easily used to
eliminate people living with disabilities, elderly or bedridden
patients in their daily lives depending on the continuous
people.

Il. MATERIALS AND METHODS

In this section, general information about Arduino's work
and pin leap is given and the interior mechanism of the model
house is introduced. The implementation is carried out by a
series of operations. The flow diagram showing the order of
occurrence of these processes is shown in Figure 1 below.
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Figure 1. Flow diagram of the application
2.1. Arduino Uno and Technical Specifications

Arduino Uno controller was used in the study. The Arduino
Uno controller provides control of the units in the house
according to the information received from the phone.
Arduino is an input / output programming board developed by
electronic engineers as open source. Arduino can also be
called a physical programming platform. The programming of
systems that interact with the outside world is called physical
programming. Anyone can create their own circuits using
Arduino pre-printed circuits. Arduino is an easy-to-use,
flexible and software-based electronic prototype platform. The
Arduino Uno controller shown in Figure 2 provides control of
the system.

Figure 2. Arduino Uno controller used in the study

These microcontrollers on the Arduino development board
are programmed with an Arduino-specific programming
language.

With Arduino, basic systems can be designed. Arduino
cards have microcontroller. These microcontrollers are in the
same category as the PIC. Microcontrollers can be easily
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programmed with their own libraries. There are inputs for
processing digital and analog data to the card. It can receive
and process data from a computer or other device and react to
the incoming data, and can also send data such as light and
sound to the external environment. There are 14 digital input /
output pins on the Arduino Uno board. 6 of these pins can be
used to obtain PWM output. There are 6 analog inputs on the
Arduino Uno board. There is also a 16 MHz crystal oscillator,
power input (2.1mm), USB connection, reset button. All
elements required to support the microprocessor are on the
Arduino Uno card. An adapter or battery is enough to power
the Arduino Uno. Arduino Uno's technical specifications are
shown in Table 1.

Table 1. Technical specifications of Arduino Uno

Microprocessor Atmega328
Input Voltage (recommended) 7-12V
Input Voltage (limit) 6-20V
Operating voltage 5V
Number of Analog Input Pins 6
Digital Number of Input / Output Pins 14
Current for each input / output 40 mA
Current for 3.3V Output 50 mA
EEPROM 1KB
SRAM 2KB
Flash Memory 32 KB
Clock Speed 16 MHz

In this study, we used the HC-06 module to communicate
between Arduino and Android. The HC-06 Bluetooth-Serial
Module Card is designed for the use of Bluetooth SSP (Serial
Port Standard) and wireless serial communication
applications. Supporting Bluetooth 2.0, this card allows
communication at a frequency of 2.4GHz and has a
communication distance of approximately 10 meters in open
space.

2.2. Arduino Connection with Bluetooth Module

To connect the Bluetooth module to the Arduino, we must
make sure that the Arduino and Bluetooth are crossed the
TXD and RXD pins. Another important point is to divide the
voltage from Bluetooth with a resistor. The connection
diagram is shown in Figure 3 below.

Figure 3. Arduino connection with Bluetooth module
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2.3. The Blueterm Application

In this study, a terminal application, Blueterm, was used to
send data from the Android device. Blueterm is the terminal
emulator for communicating with any serial device using the
VT-100 Bluetooth serial adapter. Communication with HC-06
is easy, the connection is faster and more stable. The user can
set a specific delay in milliseconds, the number of packets to
be sent, and the message to be sent to the microcontroller or
microprocessor. There is a terminal that is visible to the user,
the data being transmitted or received. First, the user has to
start by connecting with the HC-06 /Bluetooth. The
connection example is shown in Figure 4 below.

iptal Tamam

Figure 4. Blueterm connection
2.4. Sample Model Home Application

An example of the model has been developed to provide home
control via phone via Arduino. Servo motor is used to open
and close the doors of this model house. Figure 5 below shows
a door and the servo motor connected to it with an arrow.

Figure 5. Home connection with Bluetooth module

Figure 6 below shows the connection of led lamps in each
room. In this way, lamp control of all rooms is controlled by
telephone with remote control. The general model structure
showing the connection of the rooms of the house with
Aurdino is shown in Figure 6 below. The white arrows
indicate the LED lamps in the rooms.
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Figure 6. Overview of the model house

I11. CONCLUSION

In this study, some units of the house were controlled
wirelessly via Arduino Uno with Blueterm application using
Android operating system. The developed application was
made to facilitate the social life of disabled citizens in general.
It provides effortless control of all the efforts that come to
mind in our daily life at home. The units of the house are
much more active and designed to respond to the demands of
those who want to control, as desired. It is thought that the
application will be useful for people who cannot use the units
of the house (lamp, curtain, door, etc.) for any reason
(bedridden, elderly, etc.). With the application will be able to
meet their daily needs without being connected to anyone.
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Abstract - Nowadays, there has been a wide range of critical
issues that made the person re-identification task as a challenging
task, these issues include human pose variation, human body
occlusion, camera view variation, etc. To overcome these issues,
most of the modern approaches are proposed based on deep
convolutional neural network (CNN). This paper, sheds light on
how to utilize a pretrained CNN models which were developed for
image recognition, to create a powerful CNN baseline model that
could be utilized for the task of person re-identification. To build
such a powerful model, this study has proposed to adjust the
architecture of the CNN model by adding batch normalization and
dropout layers to the classifier part of the CNN to prevent an
overfitting and re-train it with the available dataset. Then this
research study has utilized cosine similarity to calculate the
resemblance among the extracted features. The extensive
experiments conducted on the proposed CNN baseline model using
the three large and well-known standard re-identification datasets
to validate the performance of the proposed method, proved that
the proposed approach could be compared with the state-of-the-
art approaches.

Keywords - Computer vision, Person re-identification, Deep
learning, convolutional neural network.

. INTRODUCTION

Recently, the process of re-identification person's identity
has received more and more attention, having become a key
point in intelligent surveillance systems and has wide
application possibilities in many field practices. When you are
given a personal image that was taken by a single camera, the
task is how to identify that person from the gallery taken by
other multiple cameras. It's a difficult task as a result of critical
issues of the variation on human pose and camera view, and
human body occlusion. Nowadays, the advance in deep
convolutional neural network (CNN) architecture [1-5] utilized
to build efficient person re-identification models practices. In
fact, CNN’s main superiority is that, it can optimize the process
of feature extraction , the process of learning of metrics and the
classification process jointly in an end-to-end training fashion
[6].

At the current stage, most of the modern person
reidentification approaches [1, 7, 8] were proposed based on
CNN. Generally, fine-tuning the CNN model that pre-trained
on ImageNet [9] under supervision of SoftMax loss usually
serves as the baseline paradigm. Investigation on building
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effective CNN baseline model is urgently in demand to benefit
person re-identification research area to large extent, both from
the academic and implementation frame of reference.

In this paper, deep person re-identification model
architecture designed based on the pre-trained model for
ImageNet problem by adjusting the architecture of the CNN
model and re-train it with available dataset. This study has
proposed the following key changes: Adding a fully-connected
(FC) layer after the adaptive pooling layer and to prevent
overfitting follow it by a batchnormalization layer and a
dropout layer, then employ stochastic gradient descent (SGD)
[10] as the optimizer for CNN training. The feature vector that
output from the adaptive pooling is utilized as the image
representation.

This research paper is structured as explained below: Second
section presents a review of some associated previous studies.
In third section, the definition of the person re-identification
model architecture structure in this study has described. The
details regarding the implementation of the experiments are
provided in forth section. In fifth section this paper has
presented the experimental outcomes on three large and well-
known person re-identification datasets. This paper has
concluded in the sixth section.

Il. RELATED WORKS

Conventionally, hand-crafted feature designed based on
color histogram come out on top in person re-identification [11-
13], due to the consideration that color of clothes has good
discriminability for tell the difference between persons. Recent
researches on person re- identification mostly focus on building
deep CNN models in the end-to-end learning fashion. Zheng,
et. al. in [1] takes advantage of the deep convolutional models
pre-trained on ImageNet [9] as well as fine-tunes it on person
re-identification datasets utilizing SoftMax loss. The features
that produced by the final pooling layer was utilized as an image
descriptor. The learned representation achieves great
performance boost against traditional hand-crafted feature. In
fact, due to the favorable outcome of [1], most of the modern
methods that based on deep learning technique also adopt pre-
trained models as backbone network as well as have been
searching other technical means to further rising the
performance of re-identification framework. Therefore, for
most present approaches [7, 14, 15] feature learned utilizing
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only SoftMax loss commonly be in the service of as a baseline
for comparison.

Various model architectures have been explored in person re-
identification area. Between existing person re-identification
approaches, ResNet-50 [2] is the most commonly utilized
backbone network [14, 15]. Besides, GooglLeNet [5, 16],
inception networks [16] and Densenet [17] have also been
chosen as backbone network by some researchers. Taking
advantage of the pre-trained CNN models, by further
employing metric learning methods [18], using part-based CNN
representation [19], otherwise carefully designing attention
mechanism [20], the person re-identification performance could
be further improved..

To prevent overfitting for deep CNN models when trained on
relatively small datasets, several approaches have been
proposed. In a specification, random cropping [3], random
flipping [4], and random erase operation [21] are commonly
utilized data augmentation methods in training deep CNN
model. In addition, regularization methods like weight decay is
also a well-known approach for prevent overfitting. In recent,
batchnormalization [22] and dropout [23] are two widely
utilized tricks for training CNN and have shown benefits for
preventing overfitting. Dropout aims through the training
process randomly with a probability, to discards the output of
each hidden neuron. Batchnormalization aims at reducing
internal co-variate shift by normalizing the output of each
hidden neuron using minibatch mean and variance. Since
person re-identification dataset are relatively small, for
instance, Market1501 containing only 12,936 images for
training, effective means for preventing overfitting is necessary
for building high-accuracy person re-identification model.

I1l. PROPOSED METHOD

This section describes the research proposed approach
towards building a powerful CNN based model that can be used
for the person re-identification task. The pipeline of the
proposed baseline model is exhibited in Figure 1. It is possible
to take any CNN model designed for image classification,
remove its hidden fully connected layers, and it can be used as
the backbone network, for instance, Google Inception [16] and
ResNet [2]. This paper utilizes the ResNet-50 [2] model, taking
into account its competitive performance and its comparatively
concise building style. The ResNet-50 CNN model was fine-
tuned utilizing the classification framework in [1] in order, to
transfer its knowledge to the domain of person re-identification.
Table 1 summarizes the specifications of the ResNet-50 that is
commonly utilized in person re-identification.

Table 1: Summary of ResNet-50 specifications.

CNN ResNet-50
Release year 2015
# Layers 50
top-5 error rate 3.6%
# parameters 255 M
Image Input Size 224-by-224
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Inputs from
datasets

Backbone CNN

model FC-512 FC#ID

2048 dim
Feature vector

Figure 1: The pipeline of our CNN-based person re-identification
model.

Taking ResNet-50 as the backbone network, we adjust its
classifier architecture as following:

- Replace pool5 layer by adding an adaptive average
pooling layer that can be used instead of the flatten layers
that traditionally used in CNN models. This layer will
output a 2048-dimensional features vector.

- After the pooling layer, a 512-dimensional FC layer is
appended and then it followed by a batchnormalization
layer and a dropout layer sequentially. The rate of drop
in the dropout layer was adjust to the value of 0.5.

- Finally, another FC layer is appended with a SoftMax
loss and dimension based on the person ID labels for
training dataset, for instance, Market-1501 contains 751
ID labels.

IV. EXPERIMENTS

A. Datasets Settings

In this study, experiments were conducted on the three
widely utilized person reidentification datasets, including
Market-1501 [24], and DukeMTMCrelD [25, 26], in addition
to CUHKO3 [27].

Market-1501 includes 32,668 images of a total of 1501 IDs,
that were taken from 6 cameras positioned in front of a
supermarket on campus. The Deformable Part Model (DPM)
[28] was utilized for recognizing and cropping the images. The
Market-1501 dataset is divided into three portions: the first part
contains 12,936 images with 751 IDs used for training purpose,
the second part contains 19,732 images with 750 IDs dedicated
for the gallery, and the last part contains 3,368 images with the
same 750 gallery IDs used for the purpose of querying. 64 x
128 is the size of all images in this dataset.

DukeMTMC-relD dataset includes 36,411 images of a total
of 1,812 IDs which are taken from 8 different standpoints. In
the same way as Market-1501, this dataset is also divided into
three portions: the first part contains 16,522 images with 702
IDs used for training purpose, the second part contains 17,661
images with 1,110 IDs dedicated for the gallery, and the last
part contains 2,228 images with 702 1Ds used for the purpose
of querying. Images in DukeMTMC-relD dataset are vary in
size.

CUHKO3 dataset includes 14,096 images of a total of 1,467
IDs. these 1Ds were taken by 2 cameras in the campus of CUHK
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university. The CUHKO3 dataset include two kinds of labeled
images, one was labeled manually and the other discovered by
DPM. Experiments in this work has done on the images that
detected by the DPM. Originally the CUHKO03 valuation
protocol exactly include 20 train/test splits. However, for the
purpose of compatibility with both Market-1501 and
DukeMTMC-relD, the training and testing protocol that
proposed in [29] is used in this paper. That is 7,365 images
containing 767 IDs used for training purpose, 5,332 images
containing 700 IDs dedicated for the gallery, as well as 1,400
images containing the same 700 IDs as in gallery are used for
the purpose of querying. CUHKO3 dataset images are also vary
in size.

The details of these three datasets are listed in Table 2 as well
as some images as example are exhibited in Figure 2.

B. Evaluation Metrics

For performance measurement, this study has adopted the top
classification accuracy on validation data as a measurement for
image classification and has adopted the cumulative matching
curves (CMC) as well as mean average precision (mAP) as a
measurement for re-identification accuracy. CMC curves are
used to evaluate the performance of re-identification problem,
this paper, reports the accuracy ranks 1, 5, as well as 10 on CMC
curves rather than plotting the actual curves for easier
comparison with published outcomes. Meanwhile, following
the existing works [24, 25], this study also has utilized mAP to
measure the efficiency of persons retrieval. The average
precision for each query is measured from the curve of
precision-recall. Then the mAP is computed as the mean value
of average precisions across all queries. fundamentally, CMC
indicates the retrieval precision, while mAP indicates the recall.

Table 2. The details of datasets.

Datasets Market- DukeMTMC- | CUHKO03
1501 relD
# images 32,668 36,411 14,096
All # 1Ds 1,501 1,812 1,467
# images 12,936 16,522 7,365
Training | # IDs 751 702 767
# images 19,732 17,661 5,332
Gallery | # IDs 750 1,110 700
# images 3,368 2,228 1,400
Query # IDs 750 702 700
# cams 6 8 2

Market-1501 DukeMTMC-relD CUHKO03
Figure 2. Some example images from Market-1501, DukeMTMC-
relD and CUHKO3 datasets.
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C. Implementation Details

Our CNN-based proposed person reidentification model was
implemented utilizing the Python PyTorch framework. The
ResNet-50 [2] that pre-trained on ImageNet [9] was utilized as
a backbone network. Consequently, the framework of
classification that was used in [1] was utilized to fine tune the
proposed model, this study modify the architecture of the basic
model as exhibited in section I11. The input images were resized
to 256x128 and then padded with zeros to size of 276x148. The
required data augmentation is then performed by randomly left-
right flipping images and cropping them to a final input size of
256x128. For validation purpose, this study has utilized 70% of
dataset for training set and 30% for validation.

Training. This study has adopted a similar training strategy
as in [30], the training epochs number was set as 60 epochs. The
size of training batch was set as 32. This study has utilized the
mini-batch SGD optimizer with his study has utilized the mini-
batch SGD optimizer with learning rate initial value of 0.05 and
momentum value of 0.9. After passing 40 epochs of training the
value of the learning rate was decayed to 0.005. The backbone
model is pre-trained on ImageNet [9]. With NVIDIA GeForce
GTX 1050 Ti GPU and PyTorch as the platform, training of the
proposed model on each one of the three widely utilized person
reidentification datasets consumes about 3 to 4 hours.

Testing. In testing phase, the only image features are
extracted. Consequently, after completing the training
procedure, the trained model becomes ready to extract
discriminative features. the pooling layer keeps the useful
features and eliminates the redundant ones. Therefore, this
study has utilized the output from the adaptive average pooling
layer as the visual representation. This layer produces a 1x2048
dimensional feature vector. For every dataset, this study has fed
all the testing images in gallery as well as query to the trained
CNN model to obtain a 2048-dimensional person descriptor for
each image and they are stored offline to be used in evaluation.

Evaluation. In the evaluation phase, once the descriptors for
the gallery and query images are obtained, this study compute
the cosine distance between the features of the query and those
of the gallery to measure CMC rank-1, 5, and 10 accuracy as
well as the mAP which are utilized for re-identification
evaluation.

V. EXPERIMENTAL RESULTS

To verify the proposed model, this study has conducted
experiments on three large and well-known datasets inclusive
Market-1501, DukeMTMCrelD and CUHKO3. As a result, in
this section this study has reported the training classification
accuracy result. It reported also the CMC rank 1, 5, and 10
accuracy as well as the mAP for the three datasets. In fact, all
experiments have done utilizing a single query.

Classification Accuracy Results. The overall training
accuracy along with validation accuracy and loss for each
dataset are exhibited in figure 3. and the outcomes of the
classification accuracy on validation sets are listed in Table 3.

The outcomes presented that the performance of the
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proposed model on Market-1501, DukeMTMCrelD, and
CUHKAO3 datasets are remarkably good, as shown in Table 3,
this study has obtained 91.21%, 88.32%, and 94.00% validation
accuracy on the three datasets respectively. Therefore, the
proposed model of this experimental study can effectively
reduce the impact of overfitting and can work well for person
re-identification task by producing satisfactory discriminative
person's features from the image.

Re-identification Evaluation Results. To validate the
efficiency of the performance of the approach proposed in this
study for the task of person re-identification, we report both of
the accuracy ranks 1, 5, and 10 on CMC curves and the mAP
for all the three datasets, and Immediately afterwards we
compare the outcomes obtained to that previously obtained
from the person re-identification state-of-the-art approaches
that utilize the pretrained ResNet-50 CNN model as backbone
model. Outcomes on the used datasets are exhibited in Table 4.

Comparison with the state-of-the-art methods. the
outcomes from the model that this study proposed, were
compared with the state-of-the-art approaches by means of
CMC rank-1 accuracy and mAP on the three datasets, Market-
1501, DukeMTMCrelD, and CUHKO3 as exhibited in Table 5.
This study model achieved 87.7% rank-1 accuracy and 70.5%
mMAP on Market-1501, this achievement could be compared
with the state-of-the-art 89.5% rank-1 accuracy and 71.6%
mAP in [31] and it exceeds the other state-of-the-art algorithms.
On DukeMTMCrelD, the proposed model yielded 78.1% rank-
1 and 61.1% mAP and exceeds the state-of-the-art performance.
On CUHKO3 dataset, the proposed model yielded 43.7% rank-
1 and 40.2% mAP, which is far a little bit from the state-of-the-
art 54.3% rank-1 accuracy and 50.1% mAP [31], on the other
hand, it still exceeds other state-of-the-art algorithms. This
demonstrates the effectiveness and generality of the proposed
model. To the best of our knowledge, this study approach is the
simplest one able to achieve the state-of-the-art performance.

Table 3. Model validation accuracy
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Dataset Validation accuracy Figure 3. Model loss and accuracy results on (a) Market-1501, (b)

Market-1501

91.21%

DukeMTMCrelD

88.32%

CUHKO03

94.00%

DukeMTMCrelD, and (c) CUHKO03 datasets

Table 5. Comparison with the state-of-the-art approaches. CMC

Table 4. Model re-identification evaluation results rank-1 accuracy and mAP are listed

Dataset Rank-1 | Rank-5 | Rank-10 | mAP Method Market-1501 | DukeMTMCrelD CUHKO03
Market-1501 87.7 95.4 96.9 70.5 Rank | mAP | Rank- mAP Rank | mAP
DukeMTMCrelD 78.1 88.5 92.3 61.1 -1 1 -1
CUHKO03 43.7 63.6 72.6 40.2 IDE [1] 73.9 47.8 65.2 45.0 21.3 19.7
Re-rank 771 | 636 - - 347 | 374
Re-identification results visualization. Figure 4 exhibits [29]
some re-identification results samples on Market1501, SVDNet | 823 | 621 | 767 568 | 415 | 373
DukeMTMCrelD, and CUHKO3 datasets. The query images [14]
have presented in the first column. The retrieved images are IDE+DaF | 823 | 724 ) ) 264 | 300
arranged from the left to the right based on the scores of [15]
LT . SSM[31] | 82.2 | 68.8 - - - -
similarities with the query. It could be noted that the model
. ] . . DaRe [32] | 86.4 69.3 74.5 56.3 543 | 50.1
proposed in this study is reaso_nably strong to ffetch the right Camstyle | 895 | 71.6 | 783 576 . -
retrieval results and go wrong in some challenging cases that +RE [33]
are very hard due to that it shares one or more salient features ours 87.7 | 705 | 781 61.1 437 | 402
with the query image
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(c) Visual results on CUHKO03
Figure 4. Top-10 person re-identification samples results on Market-
1501, DukeMTMC-relD, and CUHKO03 datasets. The green True
word and red False word on the top of each image indicate
respectively the true equivalent and the false ones.

VI. CONCLUSION

This paper sheds the light on how to utilize a pretrained CNN
models that was developed for image recognition, to build
powerful CNN baseline model that utilized for the task of
person re-identification. This study has proposed to adjust the
architecture of the CNN model by adding batch normalization and
dropout layers to the classifier part of the CNN model to prevent
overfitting and re-train the adjusted model with available dataset.
Moreover, the experiments have exhibited that the approach proposed
in this study has systematically improved the performance of the
baselines model as well as was very strong to features representation.
Finally, the outcomes of this experimental study showed that they
remain competitive compared with the outcomes from the state-of-the-
art approaches on the large and well-known re-identification datasets.

For further improvements, there is a plan to use an Adam as
optimizer with the proposed model. There will be also another plan to
investigate other CNN architecture that are frequently used for person
re-identification task, for instance Densenetl21, and Part-based
Convolutional Baseline (PCB) models.
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Abstract - Feature models are one of the essential techniques to
manage variability and commonality for modeling the attributes
of a software product line (SPL). When building an SPL, as in
most practical cases, there exist multiple stakeholders with their
preferences on various and optional features. In this paper, we
propose using fuzzy integral operators to integrate various
preferences of stakeholders in SPL. The proposed method aims to
aid multi-stakeholder feature model configuration which is
known to be a laborious, error-prone and time-consuming
activity.

Keywords - Software product lines, feature models, fuzzy
integral.

. INTRODUCTION

Software Product Line (SPL) is a set of software systems

of a domain, which share some common features but also

have significant variability. SPL engineering aims to
support the structured reuse of a wide range of software
artifacts, including requirements, design, code, and test cases
[1, 2]. Feature models are one of the most essential techniques
to manage variability and commonality for modeling the
attributes of an SPL [12]. Feature models are used to configure
software products of a product line by selecting a set of
features of a model. Selected features, in configuration
activity, must respect model constraints to get valid products.
As permutation of valid products of a feature model may be
large, configuring a feature model, consequently, may also be
hard, error-prone and time-consuming activity. Furthermore,
this configuration process will be more complicated if there
exist not only single stakeholder but also multiple stakeholders
which geographically distributed [3, 19, 22]. Even there are
many studies carried out for modeling, analyzing and
configuration [4, 12], they do not focus on practical cases
when there are multiple stakeholders having influences on the
same product. However, in [19], they proposed giving
preferences to different stakeholders, and a meta-model
providing concepts to create a stakeholder configuration,
which consists of hard and soft constraints among features.
They used the social choice theory that is a single-winner
voting system to make considerable group recommendations.
Nevertheless, in order to configure a feature model to build a
valid and preferred product by taking different stakeholders’
preferences into consideration, instead of putting one winner
forward, each stakeholders’ considerations needed to combine
with others. When there exist multiple sources, and if the goal

E-ISBN: 978-605-68537-9-1

is the integration of these sources, similar to human process,
fuzzy integral operator will be a considerable method [6, 7, 18,
20].

In this paper, we propose a novel approach to improve
configuration activity using fuzzy integral operators to
aggregate all preferences of multiple stakeholders on optional
features in a feature model.

Il. BACKGROUND AND RELATED WORK

2.1 Feature Models

In [14], Kang et al. define features as the attributes of a system
that directly affect end-users, and describe a feature model
(FM) as a representation of the standard features of a family of
systems in the domain and relationships between them.
Feature models are simply explained as a compact
representation of the products of an SPL [11]. They define the
valid combinations of features in a domain.

Feature models of SPLs are arranged in a tree-like structure
containing the relationships among features in a hierarchical
manner. These models can be represented graphically (e.g.,
linking dependent features with a dependency arrow) or by
textual annotations. In basic feature models, decomposition
relationships and cross-tree relationships are used to represent
relationships among features. Decomposition relationships
determine the type of relationship between a parent feature
and its children and include four relations: mandatory,
optional, alternative, and or. Cross-tree relationships are used
to specify cross-tree constraints, and include the relationships
requires and excludes [12]. For instance, in Figure 1, there
exists “DistributedFramework requires Networking” cross-tree
relationship between two features, and “PhysicalModels must
include Ownership” parent-child mandatory decomposition
rule. “CGF” (Computer Generated Forces),
“DistributedFramework” and “Networking” features are
optional features. “HLA: High-Level Architecture”, “DDS:
Data Distribution Service” and “TENA: Test and Training
Enabling Architecture” features are the alternatives of the
“Distributed Framework” and just one of them can be
included. However, according to the definition of or
decomposition rule, any subset of {“Helicopter”, “Aircraft”,
“Unmanned”} features may be included in final configuration
or product.
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Some features may be abstract that cannot be a part of the
configured product or may be concrete similar to the object-
oriented paradigm. For a complete formal definition of the
feature models and detailed survey on basic and extended
feature models, we refer the reader to [10, 14, 3].

AirCraftSimulator Legend:
& Mandatory
o Optional
SimEngine DistibutedFramework A Or
. T A Alternative
AL
. | Abstract
—& o - . - Concrete
PhysicalModels | | Networking | | HLA | | DDS | | TENA

- : e}
Ownship | | CGF
| .
Hellicopter | | Aircraft | | Unmanned

DistibutedFramework = Networking

Fig. 1 Feature Model of an Aircraft Simulator.

Even basic feature models can be used in many applications in
SPL, there are various extensions to handle domain problems
and to meet related requirements. Related to this, Robak et al.
[8] presented the employment of fuzzy logic in feature models
for SPLs. They introduced the fuzzy weights of some variable
features and showed some basic operations on them. Early
efforts include [8, 4, 13, 15, 17], where a fuzzy logic
description of costumer profiles and domain constraints is
added to feature models. "Encourages" and "discourages" soft
constraints have been proposed for feature models in [15].
However, these are used only to generate graphical
decorations of the feature model. They did not consider
stakeholders’ preferences. In [16], Czarnecki et al. describe
probabilistic feature models. He stated that features can be
related by a probability space (PSPACE) describing
probabilities of combined selection of features. In [17],
Bagheri et al. describe the use of fuzzy-based soft constraints
to model a stakeholder’s preferred configurations. This
approach differs from ours because it does not focus on
multiple stakeholders having different preferences on
particular feature set.

2.1 Fuzzy Integral

When building and configuring consistent feature models,
system engineers, configuration managers or stakeholders
which are responsible for modeling the SPL should make a
decision on how different stakeholders have an influence upon
alternatives and optional features, and they should aggregate
all sentiments of different stakeholders on the same feature.
From decision-making viewpoint, sentiments as satisfaction
degrees or preferences to be aggregated are represented as
fuzzy values [18]. Within aggregation operators, fuzzy
integrals are known to be one of the most powerful and
flexible functions as they permit the aggregation of
information under different assumptions on the independence
of the information sources [5].

E-ISBN: 978-605-68537-9-1

Fuzzy integral is a nonlinear fusion method based on fuzzy
intensity [18]. It combines different information considering
the degree of importance or preference of components. Fuzzy
integrals combine the data supplied by several information
sources according to a fuzzy measure. This fuzzy measure,
that represents the background knowledge on the information
sources, is a set function from the set of information sources
into an appropriate domain (e.g. the [0, 1] interval). Typically,
this fuzzy measure represents the importance, preference,
weight or relevance of the sources when computing the
aggregation [5].

There are two widely used versions of fuzzy integrals: Sugeno
[7] and Choquet [21] fuzzy integrals. Sugeno fuzzy integral
version is the nonlinear function defined on the fuzzy
measure, and it eliminates the effect of the secondary decision
factors [20]. Compared with the weighted average, it enhances
the effect of the main factors but completely ignores the
secondary factors. Choquet fuzzy integral, however, takes
various factors into consideration in order to avoid possible
side effects of Sugeno fuzzy integral.

Sugeno [5, 7] first introduced the set functions using
monotonicity to replace additivity called fuzzy measures.

If X is a finite set of sources, i.e., X = {Xl, Xypteey Xy } then

the o-algebra set

{Q'{Xl}'{xz}’{xl’xz}"'vX}:Q-

A fuzzy measure, in the case of finite sets, is defined as a
function g: Q — [0,1], which satisfies the following [8]:

1. g(9)=0,g9(X)=1
2. g(A)<g(B)if AcBc X

3. If {A }ZJ is an increasing sequence of the measurable

generated by is

set, then

lim g(A)=g(lim A).

I—>o0 I—0
Sugeno [6, 7, 4] also introduced the measure of the union of
two disjoint subsets called g, —fuzzy measure, satisfying the

following additional A,Bc Xand

AnB=0,
g(AUB)=g(A)+g(A)+2g(A)g(B) )
Let X:{Xil,xiz,---,xim} be a finite set, and let

property: for all

g' =g({Xi }) The mapping X; — g'is called a fuzzy

density function. A value can be calculated by solving the
following polygon.

A+1=TJl+2g")and 2>-1 (2
i=1

For a fixed set g',0<g' <1, there is exclusive

A e(—1,+oo) and A #0. Hence, if we know the fuzzy

densities gi for i =1...n, the g, —fuzzy measure can be
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constructed. The fuzzy density value gi can be regarded as

the degree of importance of some source X; towards the final
evaluation.
Definition 1 Let g be a fuzzy measure on (X,2X ) hisa

collection of input sources. Then, the Fuzzy integral of Sugeno
version:

[(hog=s,() = (hlx.,)na(A)). @

i=1
where A denotes the minimum and Vv denotes the
maximum,h(xs(i)) indicates that the indices have been

permutated and reordered so that
h—h(x,q )= >h(x,, ).

n
Ai = {Xﬂ'(l) LR Xﬂ'(i) }i:l
Definition 2 Let g be a fuzzy measure on (X,2X ) hisa

collection of input sources. The Choquet Fuzzy integral of a
function:

L hog= izil:(h(xzz(i) )[9 (A(i) )— Q(A(H) )]) 4)

where ¢ (Ao)z Oand indices have been permutated and

reordered as in Sugeno integral version.

Fuzzy integrals can be interpreted as a fuzzy expectation, or
the maximum degree of consistency between two opposite
trends or between objective evidence with the expectation
affected by stakeholders’ preferences and weights.

I1l. MOTIVATING SCENARIO

The features of software family members may vary according
to the needs of particular stakeholders (i.e. developers,
managers, experts, etc.). Similarly, the assessment of what will
be common and what will be variable features of an
application may result from particular needs and strategies.
The same feature or feature group may be prioritized or
weighted by different stakeholders.

In this section, in order to motivate and illustrate our work, we
present an Aircraft Simulator case-study involving multiple
stakeholders which have influenced the system in different
views. An aircraft simulator’s simplified feature model is
shown in Figure 1, and different stakeholders having different
preferences on a feature is shown in Figure 2. Although an
aircraft simulator feature model is naturally much more
complex and has many features, we have presented only a few
features in order to focus on suggested fuzzy integral method.

As shown in Figure 1, the aircraft simulator system will
consist of simulation engine and the aircraft’s dynamic model
as mandatory features. With these basic features, aircraft
simulator can be built as standalone simulator. Similarly,
simulator may have features with computer-generated forces
which can be a subset of {“Aircraft”, “Helicopter”,
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“Unmanned”}. Hence these features are represented as or-
features. However, by adding distributed framework capability
and networking feature because of “require” (or implies)
cross-tree constraint, and selecting one of the HLA, DDS or
TENA, a distributed aircraft simulation will be configured.
Table 1 shows stakeholders’ preferences on distributed
framework alternatives and three stakeholders’ different
priority values as fuzzy numbers. For example, developers,
managers and marketing experts as stakeholder groups (SH1,
SH2 and SH3 respectively) may have different weights and
importance factors.

AirCraftSimulator

DistibutedFramework
wl w3
w2/
HLA | | DDS | | TENA

Stakeholders’ preferences

s
&
4 &)
SH1 SH2 SH3

Fig. 2 Stakeholders(SHs) having preferences on alternatives of
“DistibutedFramework” feature

Table 1 Stakeholders’ preferences on the alternative feature.

Stakeholde  Importance of Stakeholder HLA DDS TENA
r ()] (wl) (w2) (w3)
SH1 0.2 0.8 0.3 0.3
SH2 0.3 0.7 0.1 0.2
SH3 0.1 0.4 1.0 0.1

Table 2 shows integration results calculated by Sugeno and
Choquet integrals using equations (3) and (4) respectively.
Note that A=3.109 value is obtained by solving the polynomial
equation (2), and g-set is calculated with this A by using
equation (1).

Table 2 Aggregated values of alternative features

Integral Method HLA DDS TENA
(wl) (w2) (w3)

Sugeno 0.687 0.3 0.2
Choquet 0.626 0.242 0.189
Weighted Average  0.683 0.317 0.217

IV. CONCLUSION

When building an SPL, as in most cases, there exist multiple
stakeholders with their preferences on various and optional
features. Each stakeholder who has different importance factor
will have their own expertise, preferences, and priorities from
their viewpoints with conflicts. Hence, in order to configure a
feature model to build a valid product, different stakeholders’
preferences are needed to combine. In this paper, we have
proposed using fuzzy integral operator to integrate all various
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preferences of multiple stakeholders on optional features in  [21] Chiang, J. H. “Aggregating Membership Values by a Choquet-Fuzzy-

feature model representation for an SPL. As future work, Izrgggral Based Operator,” Fuzzy Sets and Systems, Vol. 114, No. 3,

fuzzy integral operator may also be considered to combine soft 22} junior, C. M., Cirilo, E., Lucena, C., “Assisted user-guidance in
constraints or to evaluate feature attributes when the feature  collaborative and dynamic software product line configuration”, In CIbSE11,
model is needed to optimize multiple stakeholders’ particular ~ 2011.

requirements.
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Abstract - Despite the fact that there is a demand of the
optimal security framework nowadays; the dorsal venous
system is a system of veins in the shallow belt on the dorsum
of hand-shaped by the dorsal metacarpal veins. It is found
on the back of the hand and offers to ascend to veins, for
instance, the cephalic vein and the Dorsal vein. Biometrics
validation is a sectional domain utilized to enhance the
general self-determinations domains communicated worry
over security as well as characteristic issues (Sontakke et al.,
2017). This observational research will move forward on
observing the electronic database to review diverse methods
utilized for designing the framework has been discussed in
this paper. A dorsal hand vein (DHV) recognition
framework consists of the following steps, for instance,
image acquisition from the database as well as post-
processing, pre-processing, segmentation, finding of the
region of interest, extraction of DHV pattern features as well
as algorithm of DHV. Several models are utilized to
enhance the accuracy as well as real-time of DHV
authentication and the utilization of neural networks for the
final evaluation of the testing sample as well as training
samples to identify an individual has been presented in
Table.A-1.1., Table.A-1.2. as well as Table.A-1.3. In
addition, an outcome of this observational study will be
beneficial for organizations and firms even individuals that
seeking for ensuring privacy and security. In addition, this
study will move to implements the accuracy compression of
the Real-time DHV biometric identification utilizing faster
neural networks in future.

Keyword: Biometrics, Physical shape, Dorsal hand vein, Vein
biometric feature, biometric identification framework, dorsal
hand vein pattern, High security, system recognition, Dorsal
hand vein recognition and identification , Feature Extraction.

I. INTRODUCTION

Recognizing an individual is an essential to recognize
individuals identi-fication. Distinguishing proof through
biometric remains a superior way since it partners with the
individual, not with data going starting with one spot then
onto the next (Alasadi and Dawood, 2017); (Sontakke et
al., 2017). Moreover, a hand is a prehensile, multi-
fingered member situated toward the finish of the lower
arm or fore limb of primates, for instance, people. The
DHV framework of the hand is a framework of veins in
the shallow belt on the dorsum of hand framed by the
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dorsal metacarpal veins. It is found on the back of the
hand and offers to ascend to veins, for example, the
cephalic vein and the basilic vein (Sontakke et al., 2017).
Furthermore, biometrics  verification remains a
developing domain in which common freedoms clusters
communicated worry over protection as well as character
issues (Sontakke et al., 2017). At present, biometric DHV
guidelines are in procedure and biometric industry
measures are being had viewed as two principle includes
finishing focuses and bifurcation focuses to remove vein
highlights. The highlights of the length of the vein;
thickness; shape; as well as circulation of the veins
remained explored to locate the most proper portrayal for
the vein designs in terms of advantages and disadvantages
(Sontakke et al.,, 2017) as presented in Table.1l.1.;
(Charaya and Singh, 2018). The physical state of the
subcutaneous vascular tree of the back of the hand
contains data that is fit for personality outcome (Badawi,
2006) which is tantamount to this investigation work. The
state of the finger vein examples and its utilization for
distinguishing proof (Prabu, 2017). The DHV biometrics
rule is a noninvasive, automated examination of
subcutaneous vein structures in the back of a hand to
check the personality identification of people for
biometric applications. Wiener filter as well as Smoothing
filter to improve the efficiency implementation of DHV
pictures (Khan, 2015). Sivakumar, (2019) have declared
that the investigation on the false acceptance rate (FAR);
False-Non-Match-Rate (FNMR); False Match Rate
(FMR); false rejection rate (FRR); Failure to acquire
(FTA) as well as Failure to enroll (FTE) (Obaidat et al.,
2019). In addition, until this time, there has been no
biometric verification methods that can fulfill and satisfy
all these DHV features as well as requirements.

Figure.1.1. Hand veins image (Badawi, 2006).
In fact, biometric is a computerized strategy for perceiving an
individual dependent on quantifiable organic as indicated by

62


mailto:k_elashek@yahoo.com
mailto:eng.saleh.hussin@gmail.com

International Conference on Engineering Technologies (ICENTE'19)

Konya, Turkey, October 25-27, 2019

anatomical and physiological and conduct attributes. The need
the biometric framework since, presently we are living in a
worldwide society of progressively frantic and unsafe
individuals who can't be believed dependent on recognizable
proof records, personality criminals take PIN, for example, date
of birth to pull back cash from records (Sharavanan, 2016).
Furthermore, DHV framework is the distinguishing proof of the
individual by perceiving the vein design displayed in the front
and back of the hand (Sudhakar et al., 2017). An expanding
request to receive the biometric geek to limit potential security
hazards, the a purchaser level biometric framework for
programmed physical access control (Wang et al., 2015). In
addition, through advancement of a close infrared imaging
gadget for biometric procurement of DHV, examples and
calculation effective picture handling strategies, they
additionally announced that the proposed framework is appeared
to have a scope of alluring activity attributes for certifiable
utilization, which incorporate solid in recognizable proof

advantageous to utilize, high in security, quick accordingly,1 8\/11'

in expense, and basic for establishment (Wang et al., 2015);
(Benziane and Benyettou, 2016).
SR

Figure.1.1. Dorsal Hand Vein Authentication
adapted from (Sontakke et al., 2017).
This observational study is systematized as follows:
firstly Literature review in the second Section. In the third
Section, the observational study. In the fourth section an
outcome of the observational study. In the fifth section the
conclusion.

Il. LITERATURE REVIEW

Biometrics verification remains an important domain in whi%h
interior liberties clusters express concern over privacy as well as
identity issues. In the present day, biometric laws and
regulations are in process and biometric industry standards are
being tested (Sontakke et al., 2017). According to Sontakke et
al., (2017) during preprocessing, Zhao et al. (2007) have utilized
Match filter, Wiener filter and Smoothing filter to enhance the
quality of DHV pictures. Moreover, features to reduce the
dimension of the vein matrix. Moreover, to test the performance
of biometric security framework, performance measures are
utilized. Sanchez-Chih-Bin Hsu et al. (2012) have utilized PCA
and LDA. The main objective of this techniques remains to
utilize the linkage of local as well as a global INFO for DHV
identification. Inshirah Rossan et al., (2014) has utilized diverse
preprocessing practices that causes well defined extracted vein
pattern that gives better performance and leads to an extra secure
biometric  authentication  framework. According to
Raghavendra et al., (2015) the usage of a DMK 22BUCO03
monochrome CMOS camera with a resolution of 744 x 480 pixel
for image capture which is suitable for DHV identification
framework. Furthermore, the camera is equipped with a
T3Z0312CS lens with a focal length of 8mm. In addition, to
obtain the vein pattern, a region of interest (ROI) was defined
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1.1.2.

1.1.3.

utilizing eight diverse feature extraction schemes that schemes
include both local and global feature representation. In addition,
Yiding wang et al, (2015) have explored the DHV
preprocessing phase. In this observational research the vein
pattern remained segmented based on simple Thresholding
utilizing gray-level distribution.

According to Rossan and Khan, (2014) the Bosphorus DHV
Database remains intended for several studies on biometry
based DHV patterns of the hand. Furthermore, the DHV data is
acquired utilizing NIR imaging techy with a monochrome NIR
CCD camera (WAT-902H2 ULTIMATE) equipped with an
infrared lens. In addition, the back of the hand is irradiated via
two IR light sources. The pictures have 300%240 pixel size with
a gray-scale resolution of eight-bit.

I1l. THE OBSERVATIONAL STUDY

The evolution of dorsal hand vein systems

The biometrics dorsal hand vein systems advantages and
disadvantage

This section will present the biometrics DHV systems is
described in Table A-1.1. which is illustrated DHV systems
according to each author and which sort of systems have been
described via the author and the advantages of utilizing such
kind of DHV systems, disadvantages are also presented in this
section.

The dorsal hand vein systems practices and usage.

This section will represent the DHV systems practices relevant
to the biometrics DHV systems practices in published papers
(conferences, journals,..etc.) amongst 2006-2019. The described
practices in Table A-1.2 which remains describing the DHV
frameworks practices according to each author.

The dorsal hand vein methods and characteristics.

This segment represents the DHV frameworks as well as the
biometrics practices that relevant to the biometrics DHV
frameworks practices in published papers (books, conferences,
journals) amongst 2006-2019. That the described practices in
Table A-1.3 which remains describing the biometrics DHV
frameworks practices according to each author, as well as when
can be utilized according to the evidence of each author in any
venture domain or business area.

Evolution scenario of the biometrics dorsal hand vein
systems

The utilization of vein systems as a biometric techy was first
designed in 1992. The utilization of vein systems as a biometric
techy was first designed in (1992) initiative of the EU. The
origin was in the usage and the practices of DHV in a wide area
of security issue and implementation which are implemented in
Table A-1.1., Table-A.1.2. and Table A-1.3 respectively.

I. CONCLUSION

After observing the electronic database and according to several
research papers, this study has documented that the overall
declaration of dorsal hand Vein (DHV) platforms and its
utilized approaches. In addition, each technique is considered to
document several advantages and disadvantages as papers
limitations. Furthermore, several numbers of DHV system
recognition approaches has been reviewed. To sum up, there is
still a scope of further developments. In fact, several authors
obtained Global and Local feature by utilizing diverse
approaches, for instance, ROI, RPN etc., In the future, we are
trying to test the implementation of the utilization of Global
feature for DHV applications.
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APPENDIX A.l1.1

Table A.1.1: The biometrics dorsal hand vein systems advantages and disadvantages.

The system | Description Advantages Disadvantages Authors and
years
A dual-modal| Learning algorithm integrating palmprint as | 1.High accuracy as well as reliability and Liveness detection. Storage as well as INFO retrieval (Zhong et
biometrics well as DHV. 3. Recognize palmprint and DHV al., 2018)
and  Graph 4. Obtain three discriminant features amongst two DHV features. (Lajevardi et
Matching 5. The best experimental outcomes with Equal Error Rate equal to al., 2013)
(BGM). 0 (Zhong et al.,
6.Deal with the risks of complex environment data. 2019)
7. Noise eliminated as well as Reduce the quantization error
transforming from the output layer to the binary code.
A novel| The framework consists of several stages; | 1. The identification development and differentiating individuals for | 1. DHV geometry problems might | (Tazim et
DHV. denoising of the input picture utilizing | security issue that counts arise with utilizers suffering from | al., 2018)
Laplacian Scale Mixture Modeling (LSM), | 2. Provides better resolution of vein platform in the picture than | rheumatism. (Jain et al.,
ROI  extraction from a denoised picture | visible light. 2. The need of direct contact with the | 2006)
utilizing the valley point detection approach, | 3.Extended for extra utilizers will yield alike success. sensor. (Hawkes
contrast enhancement utilizing pyramid based | 4. Utilizing a dorsal vein platform utilized in security objective. 3. This causes notable deterioration | and
edge-aware filtering approach, contrast | 5. Uniqueness, stability as well as strong immunity to forgery of the | in performance, factories where | Clayden,
limited adaptive histogram equalization, | vein platform good-quality  fingerprints remain | 1993)
binarization, several serial morphological | 6.Secure as well as reliable features. hard to obtain for the reason that of
operations as well as authentication utilizing | 7. More reliable, secure, accurate. dirt, moisture oil from the finger, etc.
neural networks as well as support Vector 4. Acquired picture remains less
Machine (SVM). contaminated.
NiBlack The algorithm acquires a clean, one-pixel- | 1.Improve the recognition ratio 1.The size of vein gathering regionat | (Lietal.,
width skeleton with little distortion after a | 2. Reduce the distortion of the vein skeleton. diverse time for a similar person. 2010)
series of processes: size as well as gray | 3. It should be normalized to a standard picture with the equal mean | 2. It remains difficult to the | (Changand
normalizing, Gaussian low pass as well as | as well as variance gray. determination with multiple pixels | Lin, 2011)
median filtering. 4. Suitable for being utilized for recognition as well as classification. | wide. (Zhu et al.,
3. The DHV npicture contains noise, | 2015)

the horizontal strip scanning noise.
4. The recognition outcome remains
not good
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DHV The region of interest (ROI) of the | 1.Uniqueness, even amongst the twins, there variance in the DHV; | 1.Needs time to describe the | (Wanetal., 20
recognition required pictures remained | 2. Invariance, the DHV of human is constant; adjustment of sub-parameters and | (Wang and
approach extracted, contrast limited adaptive | 3. Difficult to forge, the dorsal vein remains a kind of biological | cannot ensure the accuracy of | 2017)
based on | histogram equalization (CLAHE) as | characteristic; expression and the selection of (Ja and
Convolutional | well as Gaussian smoothing filter | 4. Detection approach remains friendly, as the dorsal vein to the | features. 2019)
Neural algorithm were utilized, Reference- | internal features, 2. The conventional histogram
Network CaffeNet AlexNet and VGG depth | 5. It remains difficult to be damaged. equalization algorithm is easy to cause
(CNN) CNN to extract image feature. 5. ROI of the picture is required to enhance the contrast processing. | the loss of picture’s detail data, affect

6. CLAHE remains characterized via contrast limiting, . the effect of recognition.

7.The adaptive histogram calculates the neighborhood histogram and | 3. Requires a lot of training dates.

the corresponding transform function for each pixel in the picture

8. The bilinear interpolation remains utilized to speed up the

calculation of the algorithm.

9. The feature extraction, the topology of the picture content, the

sequence sorts, structure type are extracted as a characterization

10. Diverse filters can learn diverse features..

11. Decrease the connection between the convolution layers, reduce

the size of the input data, minimize the complexity of the operation.

12. Increase in the network structure has improved the recognition

rate.
Region An RPN is a convolutional network | 1.Reduced detection networks running time. MS COCO datasets with only 300 prog (Ren et al., 201
Proposal that simultaneously predicts object | 2.RPN remains utilized end-to-end to generate high-quality region | per picture. (Zhang etal., 1
Network bounds and abjectness scores at | proposals
(RPN) shares | each position. The RPN remains | 3. Achieving detection accuracy on PASCAL VOC.
full-picture trained end-to-end to generate high- | 4. To accelerate proposal computation is to reimplement it for the

convolutional
features  with
detection netwg

quality region proposals, which
remain utilized via Fast R-CNN for
detection.

GPU.

The  region
interest (ROI)

To fix ROl to be inthe same
position in diverse palm-dorsum
pictures to ensure the stability
of the principal extracted vein
features. It has significant
influence on the accuracy of
verification. It is difficult to fix
the ROI at the same position in
diverse palm- accuracy of
verification.

1.The image contrast is higher than in the visible area
2.The quality of the image improves after noise reduction and
normalization.

1.1t is difficult to fix the ROI at the
same position in diverse palm-
dorsum pictures without utilizing a
docking device to constrain the palm
position

2. Not an edge-preserving technique.

(Heenaye and
Subramanian,
2009)

(Pour et al., 20
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Table A.1.2: The DHV frameworks practices and usage.

The system Practices When can be utilized Authors and years
A dual-modal Encoding approaches, structure-based methods, | DHV recognition (Zhong et al., 2018)
biometrics Graph subspace-based approaches as well as machine (Lajevardi et al., 2013)

Matching (BGM)

learning approaches

(Zhong et al., 2019)

A novel DHV. 1.NIR imaging remains suitable for revealing | Flourishing for huge number of population. (Tazim et al., 2018)

the pattern of the blood vessels underneath the (Jain et al., 2006)

skin. (Hawkes and Clayden, 1993)
NiBlack 1.Utilizes a template to remove eight kinds of | Feature values varying widely (Lietal., 2010)

points which composes thinned lines with
multiple pixels wide.

(Chang and Lin, 2011)
(Zhu et al., 2015)

DHYV recognition based
on convolutional neural

1.0utcomes with DHV recognition approach to
verify the effectiveness as well as feasibility.

1.Utilizing filters to process the input data remains utilized
for several sorts of feature extraction. The picture remains

(Wan et al., 2017)
(Wang and Wang, 2017)

network (CNN). 2.The platform requires a smaller size model | passed through a filter and a representative map remains
which is necessary on the mobile platform. obtained.
3. CNN learn pictures in a small amount of
preprocessing, as well as parameter transfer
makes feature extraction efficient.
Region Proposal An algorithmic change measuring proposal to | Fast R-CNN for detection (Ren et al., 2015)

Network (RPN) with
the detection network

an elegant as well as effective solution.

(Zhang etal., 2018)

The region of interest
(ROI)

Hand region segmentation, for instance, region
of interest localization and background
elimination, smoothing and noise reduction,
local thresholding for separating veins and the
post-processing.

A biometric security issue

(Heenaye and Subramanian, 2009)
(Pour et al., 2015)
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Table A.1.3: The dorsal hand vein methods and characteristics.

The system

Characteristics

Methods

Authors and years

A dual-modal
biometrics as a
biometric Graph
Matching (BGM).

Vein structure surrounding human bones as well as
muscle tissues.

1.The maximum curvature point to extract the skeleton of
blood vessels.

2.A sub graph of two pictures.

3.A feature-level fusion based on palm print and DHV.
4.Hamming distance as well as three indexes via BGM
into one vector.

5.Support Vector Machine (SVM).

(Zhong et al., 2018)
(Lajevardi et al., 2013)
(Zhong et al., 2019)

A novel DHV. A Convolutional Neural Network (CNN) building | High level of Correct Recognition Rate (CRR), low False (Tazim et al., 2018)
remains utilized. Acceptance Rate (FAR) as well as low False Rejection (Jain et al., 2006)
The database remains created as well as Multi-class | Rate (FRR). (Hawkes and Clayden, 1993)
SVM classifier remains trained as well as then
utilized for verification purpose.
NiBlack 1.Utilization of the open source code, the framework | Support vector machines (SVMs) as well as the LIBSVM (Lietal., 2010)

remains re-programmed, as well as chooses C-SVC
model.
2.Radial basis Function, one-against-one for DHV

software package designed via Chih-
Jen Lin for implementation.

(Chang and Lin, 2011)
(Zhu et al., 2015)

recognition.
DHYV recognition with | 1. A great research value as well as wide application | CNN (Wan et al., 2017)
Convolutional Neural | prospect. (Wang and Wang, 2017)
Network (CNN) 2.1t performs well in solving the problem like visual (Jalilian and Uhl, 2019)

recognition, talking recognition, as well as natural

language processing.

3.Deep learning as well as natural language

processing as well as talking recognition, the low-

level features into high-level characteristics, spatial

correlation amongst diverse requirements.
Region Proposal | Full-picture convolutional RPN (Ren et al., 2015)
Network (RPN) Features with the detection network (Zhang et al., 2018)
The region of interest | 1.The 2th and 4th finger websas datum points ROI (Heenaye and Subramanian, 2009)

(ROI)

to define a square ROI.

2.The requirements point of vein pattern (FPVP)
remain extracted

3.The FPVP locations, gray values of the FPVPs,
as well as the distance between the FPVPs
determine the temperature gradient as well as the
gradient direction.

4.Multiresolution analysis remains applied to
decompose the feature point pictures (FPI) into
multiscale FPIs

(Pour et al., 2015)
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Abstract - This research gives a basic introduction
to malicious software applications by describing the
infection vectors. Here, we have defined the layers of
malware analysis with a distinction between static and
dynamic analysis. Focal point was performing dynamic
malware analysis over previously captured network packets
over Windows XP Operating System by building a software
platform or safe environment for malware analysis with
required software tools and resources. In this research, we
tried to determine a working practical solution to how the
malware has to be analyzed with its constraints, which
standard operating procedures shall be implemented and at
least how a security expert should deal to minimize the
security problems infected by malicious software codes.

Keywords — malware, static analysis, dynamic analysis, safe
environment.

I. INTRODUCTION

ALWARE is a unified name for all kinds of threats along

with viruses, worms, Trojans, rootkits, ransomware,
botnet. A computer virus attaches itself to a clean file and
affects machines and cross automatically from one to another
machine. A worm also flows automatically by installing itself
once and then checks another machine to infect. Trojans named
from mythical ‘Trojan horse’, a malware variety impersonate
itself as a useful program but in fact loads malicious activities.
Rootkits hide in kernel mode and act as a device driver. While
ransomware encrypts files and requests ransom for decryption,
botnet creates a network of infected machines controlled by an
attacker. Malware is a sophisticated threat to the digital world,
which is carried by software exploits. It is a complete strategy
or tactical attack on how to run malware and in case of success,
there are numerous combinations for additional infections.
Dealing with malware requests developing cycle of analysis
under special circumstances or so-called safe environments. In
this paper, there is represented static and dynamic analysis. The
main goal here is to run dynamic malware analysis in Windows
operating system from previously captured network packets.

E-ISBN: 978-605-68537-9-1

Most of the time AV (Anti-Virus) companies analyses hundreds
of thousands of analyses of malware samples every day by
providing machine learning approaches based on behavioral
and signature indicators. Studying by performing static and
dynamic malware analysis leaves a backdoor to generate
different artificial intelligence implementations on malware
detection, classification, and even elimination, in which relays
the answer on dealing with cyber-related threads.

Il. MALWARE ANALYSIS PRE-REQUISITES

An operating system is that enables services for software
applications to run on a computer. An important task of an
operating system is taking care of the communication between
the software applications and hardware devices attached to your
computer. Operating systems are large programs consisting of
thousands of functions, which provide services of various
kinds. Often called by events in the system, the functions
perform a service when needed. [1]

It is hard to pin down what an operating system is other than
saying it is the software that runs in kernel mode —and even that
is not always true. Part of the problem is that the operating
system performs two basically unrelated functions: providing
applications programmers (and application programs,
naturally) a clean abstract set of resources instead of the messy
hardware ones and managing these hardware resources. [2]

As a host operating system for performing malware analysis
here, we used Microsoft Windows XP service pack 3.
Windows XP is a computer operating system and graphical
user interface (GUI), which enables you to work with a wide
variety of programs on your computer, often simultaneously.
Windows XP is itself a special computer program that
communicates your instructions to the actual computer
hardware and displays the results. [3]

Launched in August 2001, Windows XP has been the most
popular version of Windows based on the number of copies
sold. [1]

According to Spiceworks’ Network and Endpoint Security
report, one-third of businesses still operate at least one device
running Windows XP, which reached the end of its extended
support cycle way back in 2014. (Interestingly, the final variant
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of XP, Windows Embedded POSReady 2009, only came out of
support on April 2019. This variant of XP was used as a point-
of-service operating system by — for example — shops. However
many XP Home and Professional users were using a hack to
receive security updates intended for this lesser-known XP
variant. But alas, this has now come to an end.) Of course,
Windows XP doesn’t get updates anymore. Including security
updates. This means as crooks learn about vulnerabilities in XP,
there is nothing to stop them using those exploits against XP
users. As such, using Windows XP in 2019 is really one of the
biggest security faux pas’ you can commit. [4]
Because of high popularity, easy, user-friendly GUI, high hit
and very good traceable options from malicious codes
Microsoft Windows XP will be the host operating system for
malware analysis in this paper.
Malware mainly is classified into two categories:

1. How it spreads or propagates to get the targets;

2. How it payloads or actions that malware specimen

performs once a target is reached.

Malicious applications infection routine consists of three
different classes:

A. Installation

B. Propagation

C. Payload

All classes have their elements and attributes in which define
prospective layout about malware behavior in machines.
Malware could be traced through the analysis of processes, file
systems, registries and auto-start mechanism of Microsoft
Windows XP operating system. While executing each
application there is an equivalent process or image of a file
(application) running in the memory. The registry is a
hierarchical database that contains information about the
various settings used by the operating system. Here very
important is to point out Windows XP Auto-start registry key
modification locations as shown in Figure 1, which malware
specimen writes its path and file name to be executed during
startup services.

HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\RunServices

MALWARE VALUE = “MALWARE PATH AND FILENAME”

HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\RunServicesOnce

MALWARE VALUE = “MALWARE PATH AND FILENAME”
HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\Run

MALWARE VALUE = “MALWARE PATH AND FILENAME”

HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\RunOnce

MALWARE VALUE = “MALWARE PATH AND FILENAME”

HKEY_CURRENT_USER\SOFTWARE\Microsoft\Windows\CurrentVersion\Run

. MALWARE VALUE = “MALWARE PATH AND FILENAME"

HKEY_CURRENT_USER\SOFTWARE\Microsoft\Windows\CurrentVersion\RunOnce

. MALWARE VALUE = “MALWARE PATH AND FILENAME"

HKEY_CURRENT_USER\SOFTWARE\Microsoft\Windows\CurrentVersion\RunServices

MALWARE VALUE = “MALWARE PATH AND FILENAME”

Figure 1, Common Windows XP Auto-start locations.

Exploring file system interaction can show all files that the
malware creates or configuration files it uses. Malicious files
are involved in nearly every major data breach and is causing
growing problems for business and personal users. Microsoft
Windows XP and other Microsoft Windows family of operating
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systems executable file format is co-called PE (Portable
executable) file, which consists of four sections:
- Headers - defines ho to execute a Win32 Portable
Executable (PE) file;
- Sections — holds information about how a PE file is
organized internally;
- Entry Point — is the starting point of program execution;
- Import Table — contains the list of functions imported by the
program from dynamic-link libraries.
Most of the time, PE Files sections have pre-defined names, in
which they are created while the file is compiled. The most
common ones are:
- .text — Which contains the code of the file
- .rdata — Read-only data
- .data — Other data.
- .rsrc — The resource section, contain icons, menus, images,
etc.
Most malware specimen it’s obfuscated from their programmer
using so-called packers. Before to go to malware analysis there
is a need to be distinguished a packed or non-packed file. If a
malicious file is packed then there is a need to be unpacked in
order to extract more information while static malware analysis.

CODE 2043BE3A99 11 AZB036  Coi™ME;CHY.., CODE 041040000307 42 6F&F D@ MBoo. ..
DATA 2444332499 11 ADODO43  $D3*™] Ci="",, DATA 00 00 00 60 00 60 00 00 02 i)
B55 IZERO SIZE! ?

. . BSS 100 00 00 00 00 00 00 00 00
idata  104BB4 322112000038 K20 ;fecE.. idata

Hs 1ZERD SIZE! ? VS s

rdata  00CO4B0010CO4B009C  AKBAK ce®K ... rdata
.reloc IZERO SIZE! 7

rste 00100 00 00 57 67 67 3200

00,00 00 00 0 00 00 00 00 “aT.
00,00 00 00 00 00 00 00 00
00.C0 45 00 10 €0 45 00 9C
reloc 10000000000 00000000
Wgz D, rstc 0000 00 00 57 67 B7 32 00 wgz ..
.aspack  S060ESO3000000EIEE el EIEUASL..

AK DA @K .

Figure 2. unpacked file versus .aspack packed file.

Before to start to analyze any malicious specimen there is a
need to build a safe malware handling policy or at least to list
some procedures. These procedures raise the consciousness
dealing with infected specimen because it is very common
while working with them you can be hit and infected. So in this
topic, | listed the required safety procedures of malware
handling:

- All samples should be compressed and password protected

or encrypted.

- Physically transfer the Portable Device to an “Isolated
Stand Alone System” for analysis.

- Once the Samples are loaded onto an isolated Stand Alone
System, you may decompress the files and remove the
password protection or encryption.

- You may then analyze the Samples

- Once you have completed your analysis, you must delete
the Samples from the Isolated Stand Alone System by
holding the “Shift” button and then pressing Delete or
emptying the recycle bin or “deleted items” folder to
ensure the completion of the delete process.

- Then verify that the Samples stored on the Portable Device
are still compressed and password protected or encrypted,
and delete the file from the Portable Device.

- Rebuild or revert the Isolated Stand-Alone System.
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I1l. STATIC MALWARE ANALYSIS

Static malware analyze is the analysis of malicious
specimens without running or executing the code. This is
usually done by determining the obfuscation of malware
specimen if it is packed or not packed. If it is packed it is
decompressed by various tools and techniques. Decompression
leaves backdoor on malicious code in which various string
searches follow dissecting detailed information about
commands, IP addresses, e-mails, messages, etc, which
happens during execution flow of specimen. Additionally, there
is a digital signature calculation of hash value, which later can
be compared with AV data hash sets.

Reliable analysis of malware requires access to infect a
machine and system with malicious software piece and then
using applied software monitoring tools to analyze its
behaviors. To do and test malware pieces, here we used
Windows XP installed as a guest operating system into an
Oracle VirtualBox virtualization environment. Oracle
VirtualBox is a free and suitable method to set a laboratory or
a system that involves virtualization of software, which allows
hosting multiple virtual systems in a single computer, each
running a different operating system. [5].

After the successful configuration of Windows XP service
pack 3 on Oracle Virtual Box v.4.3.40 environment lab, we
infected our machine with a malware test sample with the name
“malware”. Right-clicking file properties of the malicious
specimen, we get information about the file type that is an
executable application, file description, location of the file, and
information when the file is created. From this perspective of
view, I know that this file is malicious but I don’t know what
behavior of sample has and I don’t know what malicious
activities do over my machine. So what | need to do is to get or
extract more information from the file. With the help of tool
PEID v.0.95 | can do more physical file analysis and file
identification process. When | implement the tool | got the
information shown in
P25 PEID w0. 95

Filz: | C:\Documents and Settings\MasteriDeskkop) Tools and Yiruses! Tools -

Entrypoint: | 001FFOO1 EP Section: | .aspack

File CFfset: | 00OC1401 First Bytes: |60,ES,05,00 =

Linker Info: 2,25 Subsystem: | wWindz GUI >
IP.SPack 2.12 - = Alexey Solodovnikow I

Multi Scan | Task Viewer | Cptions | Abouk | Exit |
V¥ Stay onkop 2 || o=

Figure 3. Detection packed malware with PEID tool.

Information extracted over a malicious sample is a very useful
and interesting indicator of the file itself. The redline block in
Figure 3 shows that this sample is packed with ASPack packer.
After representing the elements of packed files on manual
checking for packed samples with help tool AspackDie vs 1.41,
with left mouse clicking in which | selected the file and clicked
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the OK button where packed specimen is unpacked to default
name unpacked.exe.

Hereafter, we renamed the default output name to
“unpacked_malwarel_aspackdie.exe” to be better
distinguished in further comparison. In comparison unpacked
file “unpacked_malwarel_aspackdie.exe” vs packed file
“malwarel.exe”, We find out that unpacked file with size 2.02
MB is bigger than packed file and in fact, it has more user-
readable information for malware analysis purpose.

With the help of PEID tool, we extracted data information and
verified that my malicious specimen malwarel.exe imports the
following 13 (thirteen) dynamic-link libraries (DLL’s).
Unpacked specimen unpacked _malwarel.exe_aspackdie.exe
imports 16 (sixteen) modules of DLL’s.

In order to identify possible file behavior based on strings
over our specimen, we used the Bintext v.3.0.3 tool. After the
search from dozens of data we extracted some of strings such
as CreateFileA, DeleteFileA, CopyFileA, FindFirstFileA,
svchost.scr, “smpt.bhi.com.br”, manyall@mail.com. Imported
DLL functions say that test specimen tries to do modifications
and searches for a file because not all the files have this ability.
E-mail string tells that our malicious specimen is sending e-mail
to manyall@mail.com, using the SMTP protocol in servers
bhi.com.br. String svchost.scr is very famous in the malware
community and it a tip that this specimen uses the Auto-start
mechanism for persistence. Moreover, we validated our
findings by getting the digital footprint of our malicious file
using MD5 hash checksum with help hashmyfiles.exe tool and
compared hash value with the online hash data set of
VirusTotal.com.

When we repeated our steps over other malware samples we
reached and confirmed (different AV findings) following
findings:

- Malware samples

characteristics such as:

- Renamed sections in PE file structure,

- compact or compressed content

- Big difference between the virtual size and the raw data
size of each section (except the section where
decompression routines lie).

- EntryPoint is not on the first section (for some samples)

- No presence of a Digital Signature.

static analysis have common

IV. DYNAMIC MALWARE ANALYSIS

Dynamic analysis is the process of executing malware in a
monitored environment to observe its behaviors. This technique
can quickly yield information such as created files, created
registry keys, contacted websites, and so on. If you’re not an
experienced IDA Pro user or simply don’t have time to perform
a thorough static analysis of the code, you can use dynamic
analysis to get a quick initial perspective of the malware’s
capabilities. [6]
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Here we used a scenario analyzing previously captured
network packet with the file name smtp.cap and MD5 hash
value aff1528eaeelea8d948192fac16d8dbl as a unique digital
signature of the file. WireShark is a very comprehensive
network traffic capture tool is. With the help of this tool, we
browsed our sample to extract malicious attachment from an e-
mail SMTP traffic and then run it to obtain suspicious files,
processes, and registries. By implementing this cycle, we did
the classification of our malicious application.

After analyzing smtp.cap file we found 474 captured
packets. All packets have a number, timestamp, source the
address where this packet is coming from, destination the
address where this packet is going to, the protocol name, length
of each packet and additional information about the packet
content. While analyzing.

While analyzing packets we have found the following
findings:

Suspicious communication between two IP addresses:

1. IP address 10.10.5.5

2. IP address 194.88.100.82
Host IP address 10.10.5.5 its private IP address from Class A,
which is a separate set of addresses from companies,
governments, etc. The second IP address 194.88.100.82 is out
of range from private IP addresses with online Whois search
found out that this IP address location and owner is a company
in the USA. During cybercrime investigation, IP address
information is very important because of its legal issuer
where you can request data preservation for further
ingestion.

Host and suspicious IP addresses are
communicating using TCP (Transmission Control Protocol)
and SMTP (Simple Mail Transfer Protocol). First, he
established a connection between client IP address 10.10.5.5
sends SYN (Synchronization) flag to the server IP address
194.88.100.82. The server sends SYN-ACK (Synchronization
— Acknowledged) flag and the client responds again ACK flag.
After the connection is established, there is an e-mail exchange
between the client and server through SMTP (a protocol
responsible for delivery of mail). After filtering out just
“SMTP” protocol we received 337 packets or 71.1% of total
communication between the client and server.

By following TCP Stream selected in one direction of the
conversation, from client 10.10.5.5 to the server 194.88.100.82,
we have found a malicious email exchange between the victim's
e-mail address sales@defsol.se as a sender and suspicious e-
mail address rar.dutch@online.be, as a receiver. E-mail
exchange happened with Subject “Incoming message” on 05
July 2004 19:50:49 and time zone -0800. Body content of
exchanged e-mail tells that there is an application sent which is
encoded bas64 (binary to text encoding scheme), and there is
file name ‘“Updates.com”. After selecting attachment data
content (see Figure 4) on TCP stream box and saved raw data
as a new file using “extrack_email.b64”, “.b64” as the file
extension we extracted attachment. We decoded e-mail
attachment wusing b64 tool by executing: “b64 —d
extract _email.b64 update.exe”, decoded extract_email.b64 file
to binary file update.exe.
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We used Installrite 2.5 tool and created a ‘Snapshot” of changes
prior to the installation and the changes after the execution of a
program. After executing binary file update.exe on the Lab by
following the safe malware handling policy, performed a
current “Snapshot”, and reviewed differences between two
states with the following results:
The installation performed the following activity:

6 files added

2 files deleted

4 files updated

7 registry entries added

0 registry entries deleted

5 registry entries updated

Installed 9/13/2019 12:18:10 PM
=13

_ Follow TCP Stream

Stream Content

HELO win2k.com

BOETL

MAIL FROM:<sales@defsol.se>

RCPT TO:<rar.dutch@online.be>

DATA

Date: Mon, 05 Jul 2004 19:50:49 -0800 \
To: "Rar.dutch" <rar.dutch@online.be>

From: “Sales" <sales@defsol.se>

From here | can already do

Subject: Incoming message|
] 9 ‘ e-mail investigation

g
Message-10: <udijszvimbuxptmkrmg@online. bes>
MIME-Version: 1.0
cContent-Type: multipart/mixed;
boundarys" —======- vxdejjcnenyfbvroacwz"

7777777777 wxdejjcnenyfbvroacwz .
Content-Type: text/html; charset="us-ascii"”
Content-Transfer-encoding: 7bit

<htm1><body>
vour file is attached. <brs<brs>
Attachment details

<br>
</body></htm1>

---------- vxdejjcnenyfbvroacwz

Content-Type: application/octet-stream; name="updates.com"
content-Transfer-encoding: base6d

Content-Disposition: attachment; filename="updates.com”

TGN AR ARAA T AR GAARER ——————
AAAAAAAAYAAAAAG TUGL ATANNT bgBTMONVGhpCYEs | Selected only one direction deid gawd g
RESTIG1VZGUUDQUKIAAAAALRRADChUSbMOSBS] it 5eeBSGTH
k04254 FIX+GHS INngUhSawNomoess. of the conversion | Sk ARRAAR
AMMOMD%LQQUMAPMWMMKMMII%CL, et e v v o e e e v e e e e DAAIAARA, B
[10.10.5.5:4824 — 194.85. 100.52:5mtp (415008 bytes) | i
Oasct OQEBOIC O HexDump O Camays () Raw

[Fror o ssveon ] [ gow ]

Figure 4. Following TCP stream using WireShark tool.

Followed by execution, the behavior of the malicious binary
code resulted in several changes such as file deletion, adding,
updating and registry entry manipulations. While installing or
executing the application, file adding in some cases could be
normal but file deletion without prompting to user can’t be
classified as normal Windows XP OS behavior. Likewise, in
every installation in Windows OS’s there are registry changes
related to the application, but there is no registry entry adding,
deleting and updating not related to the prior installation.

The following files:
C:\WINDOWS\system32\loader_name.exe
C:\WINDOWS\system32\loader_name.exeopen
C:\WINDOWS\system32\loader_name.exeopenopen

are added to a very critical part of the Windows XP OS location

C:\WINDOWS\system32\ where critical system files are stored.

Malicious file “loader_name.exe” spreads itself by expanding

with “open” string after the “.exe” to the disk memory.

Modified and added registry entries are so suspicious. It seems

that malicious specimens, through registry manipulation in

Windows XP, tried to read Internet Explorer history and
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cookies. Additionally It ads malicious file and path to the
registry. File “loader name.exe” sets the following value:
“C:\WINDOWS\system32\loader name.exe” to the registry
key
“HKCU\Software\Microsoft\Windows\CurrentVersion\Ru
n”. This confirms the theory of autostart locations that we
mentioned in the first chapter. The malware specimen wants to
run always when the system is on. Additionally, it attempts to
create copies of itself in any folder that contains the characters
"shar"'. Additionally, we tested a malware specimen in client-
server structure by date manipulation of the system and with the
help of the WireShark tool we captured 1880 network packets.
We filtered out captured .pcap file using “TCP” filter and we
followed TCP stream (client to server) where I realized that my
malicious specimen using TCP Port 53. Because port 53 is
usually open, malware specimen tries to reach some suspicious
web sites.

Finally, we verified our findings using hybrid-malware
analysis (simultaneous analyze of malware specimen static and
dynamic). With the help of PEID tool find out that injected
malicious file loader_name.exe is packed using UPX packer.
Using command-line tool upx.exe (for encoding/decoding
binary files) by executing the command:
upx —d loader_name.exe —0 Unpacked_loader_name.exe.
unpacked our specimen and did BinText search which resulted
following input strings:

“In a difficult world

In a nameless time

I want to survive
So, you will be mine!!
-- Bagle Author, 29.04.04, Germany.”

This is the message what malicious specimen has left in binary
code. VirusTotal.com search using the hash value
3495a19bf6275f6e86f7dad561978fbc of “loader name.exe”
resulted in 55 engines from 70 engines as virus flag positive
categorized as an e-mail worm with name Beagle.32 such as its
author left a message on BinTex tool search previously.

V. MALWARE ANALYSIS AUTOMATION

Every day, the AV-TEST Institute registers over 350,000
new malicious programs (malware) and potentially unwanted
applications (see Figure 5). These are examined and classified
according to their characteristics and saved. Visualization
programs then transform the results into diagrams that can be
updated and produce current malware statistics. [7]
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Figure 5. Malware statistics

A huge number of malware infections need to be considered
as serious attacks over the privacy of home and business users.
Every single moment a smart device, personal pc or server is
under attack with a high risk of information to be stealth or
business to be interrupted. Dealing such a type of massive
invasion of security risks requires to develop methodologies or
automatic responses. Detection live attacks and performing
static and dynamic analysis requires automatic response.
Additionally, automatic responses must be enriched using
artificial intelligence. Machine learning implementation will be
time-consuming, cost-effective and very strong response for
eliminating the rising malware threats. Zero day exploits and
validation will be always a challenge to this discipline but at
least real-time detection, classification of malware, automatic
generation of reports is existing on market and so many
business solutions are provided by many AV vendors.

The Malware Analysis and Attribution using Genetic
Information (MAAGI) system is a complete, automated
malware analysis system that applies Al techniques to support
all phases of traditional malware analysis work flows, including
reverse—engineering, high-level functional analysis and
attacker motivational characterization, clustering and family
classification of malware, evolutionary lineage analysis of
malware families, shared component identification, and
predicting the future of malware families. An overview of the
system is shown in Fig. 6. [8]
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Figure 6. Architecture of MAAGI System

In addition, app.SNDBOX.com is a free online automated
malware analysis system that allows anyone to upload a file and
access it's static, dynamic and network analysis in an easy-to-
understand graphical interface.

VI. CONCLUSION

Malware or malicious applications are in touch with every
type of user (from basic to advance) and all kinds of digital
platforms. The high risk of being hit by malware makes world
markets to be fragile and causes a lot of material losses.

In order to deal with various types of cyber-attacks and
massive produced malware variety, there is a need to be
implemented scientific technics on understanding how malware
specimen installs, propagates and payloads.

Before malware analysis, there is a need to build some
malware prerequisites such as knowledge about operating
systems, files, processes, computer networks and building safe
virtual environments.

Static malware analysis and dynamic malware analysis
provides the best approaches to dealing with malicious codes.
While static analysis is extracting information from binary code
in non-running mode, dynamic malware analysis is executing
infected code to find suspicious files.

A huge quantity of malware created per day requires serious
concern on developing Al (Artificial Intelligence) techniques to
deal with. Automation using Al against malware is the right
action but it is not all that we can do. Zero-day exploits are the
weak side of the Al-based malware analysis approach. File
behavior-based analysis could not close the gap, there is a need
to build hardware and software (operating system level)
approaches on dealing with malware specimens.
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Investing in knowledge, building security protocols and
standard operating procedures will keep the digital world
standing up against cyber-criminals.
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Abstract - Data sorting is the placement of data in a particular
way, such as ascending or descending. It is one of the most
important computing applications. Data sorting is an intriguing
problem that has attracted enormous research effort. Sorting
algorithms are efficient algorithms that perform an important
task by putting the elements of a list in a particular order. With
the advent of computing, many data sets were born which then
revealed many complexities about sorting and research problems.
In 1956 came the first tests for sorting algorithms - bubble sort
algorithm. The first algorithms had low capacities and used
object comparison to meet the basic requirements of the form O
(n log n) - some sequences were treated as inputs multiplying by
n log n comparisons.

Keywords- performaces, sorting, data, time
complexity and space complexity.

algoithms,

. INTRODUCTION

In computing, sorting algorithms are those algorithms that
place elements of a list in a certain order, and effective
ordering is important for job optimizations for other
algorithms, which will be applied to a computer program, such
as searches, which actually require sorted lists to continue
their work. Concept of sorting is very important because many
of the commercial and non-commercial operations are built on
a sorting basis, where conclusions have been drawn that, in
data stored on different computers, sorting and searching are
the two most commonly used operations which sort our data in
two forms:numerical sort order (from the largest to the
smallest, or vice versa) and lexical form of sorting
(alphabetical ordering, ascending or descending). (Demuth,
2012)
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Il. SORTING ALGORITHMS

Sorting algorithms are an important part of data management.
Each algorithm has specific parts of the design, processing
time and sequencing method and in many cases, the best thing
is to build sorting functions. For cases where building
functions is impossible then we have a variety of choices of
sorting algorithms. Most sorting algorithms work by
comparing data. They are usually evaluated for their efficacy.
In this case, efficiency refers to the size of the entries and this
is based on the number of elements that require listing.

Most algorithms in use have an algorithmic efficiency such as:
+ O("2)
«  O(n*log (n)).

Based on the available efficiency then some types of sorting
algorithms are implemented, such as:

*  Quick Sort

*  Merge Sort

« Sort Bubble

« Sort Insertion

»  Heap Sort

A. Quick Sort

The Quick Sort Algorithm is probably one of the most
common sort algorithms. It is characterized by implementation
simplicity, operational speed and is efficient for classifications
for different data types [1]. Quick Sort uses the divide and rule
method for classification. It works by dividing a group into
two subgroups, otherwise known as the MergeSort
complement.
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The idea behind Quick Sort is:
*  Take an item from the list and set it as ‘pivot".
« Once overlap and split, we call it PARTITION,
which rearranges entries by:
= Place the 'pivot' in its place
= Smaller entries than 'pivot' placed
on the left side
= Largers larger than 'pivot' placed on
the right side
« Continue recursively in the left and right sections
until the order is made.

B. Merge Sort

In computer science, Merge Sort is another algorithm which is
specified by divisible and dominant principles [1] (Knuth,
2007). When calling this algorithm to operate on a data string
with n elements first it will divide the string into two equal
sequences, and then use recursiveness over the partition made,
so the principle of Merge Sort work is:
* to the unreported list in n-sublists, each must contain
1 element
«  rule with reclusiveness in the sub-lists creating a new
change/order
* In the recurring form, join the sub-lists to find a new
sub-list, and do so until you get a sub-list, which is
actually the new sorted list.

Merge Sort uses the time complexity O (nlog n) using the
divide and rule technique[1].

C. Bubble Sort

Bubble Sort is a simple sequencing algorithm and very slow.
Here the ranking is based on comparisons of related parties
and elements change place when they are noticed that they are
not ranked [1]. It gets its name from the idea of "floating like a
bubble" from the bottom of the list to the other side.
(Niemann, 2015) Assuming that top-down rankings are being
made, higher values "float" to the left, while lower values
"float" to the right [1]. But what makes this algorithm
inappropriate is the disadvantage it shows when we have a
large set of data that needs to be sorted.

D. Insertion Sort

Insertion Sort is a simple sorting algorithm that is efficient for
sorting a small number of elements [1]. The sorting here is
done with the principle of "in place", by interpolating the
arrays until sorting is achieved. At each position of the string,
its value is checked and then placed in its place. If the value is
greater, it leaves the element in its place and continues to
move to the next point, but if it is smaller, it finds the
appropriate position within the ordered list, respectively, all
elements will move and change positions until they reach the
right place[1]. Insertion Sort is the analogy of numeric or
alphabetical order, let's say that in a string of letters, and the
first one to draw is the letter 'S', then this will be placed at the
top of the left position, the second letter which draws is the
letter 'B', then we move the letter 'S' to the right, while we put
the letter 'B' in place of the letter 'S', the third letter we will
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draw is the letter 'V', this will be placed on the right hand side
without having to change anything, the next letter is the letter
is the letter 'A’, this will be placed at the beginning of the list
and all other letters will move to a position ... and lo this is
also the work of Insertion Sort.

E. Heap Sort

Heap Sort is another sorting algorithm that is based on
comparison; this can be assumed as an improved version of
the Selection Sort algorithm. (PRINCETON EDU, 2017) The
Heap Sort job is quite similar to the Selection Sort sorting
process, here the entries are divided into two groups: the
sorted and unordered group and they will be sorted by
extracting the largest element and by moved it to the sorted
group[1]. What makes this algorithm impractical is its slow
performance, although in most cases Heap Sort replaces the
Quick Sort algorithm [1]. The Heap Sort workflow process
can be divided into two parts:

* Heap is built out of data and is usually placed in arrays by
layout through a binary tree

» The sort string is created by moving the largest elements
from the string that is in process (the data set) and inserting it
into the sort string.

I1l. COMPUTER ARCHITECTURE AND PROCESSOR

The processor is the main component of a computer system.
He is responsible for doing all the computer calculations,
logical decision making and controlling the various activities
of the system. The main job of the processor is to execute low-
level instructions loaded into memory (Robert Scdgwick,
2016).

Single-core processors have only one instruction processing
processor. All processors manufactured by 2005 were single-
core. The problems with a single-core processor are the
increase in working speed and the heat produced by the chip.

Multicore processors are processors that came on the market
after 2005. These processors use two or more cores to process
instructions at the same time. The multi-core processor may
look like a single processor, but it actually containsdual (dual-
core), three (tri-core), four (quad-core), six (hexa-core), eight
(octa-core) orten (deca- core) cores.

Considering the power and temperature limitations these
processors are the only viable solution to increase the speed of
computers in the future.Analyzing the performance of the
sorting algorithms, we touched on two aspects:

Time aspect:

«  Time spent on instructions
»  How fast does the algorithm perform?
*  What is the runtime?
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Space aspect:

»  Space of data structures

«  What structures can be used?

* How to choose the effective structure for effective
operating time.

IVV. PERFORMANCE OF ALGORITHMS IN COMPUTER
ARCHITECTURE WITH INTEL CORE 17 (TM) PROCESSOR

The Intel Core i7 (TM) processor is at the forefront of the
entire Core processor series. They are also more expensive.
Technically the Core i7 (TM) is divided into two different
types:

- processors with the LGA1156 chip set

- processors with the LGA1366 chip set.

Both offer quad core chips, virtual support, hyper thread, and
turbo boost technology.
The performance of the Intel Core i7 (TM) processor is
affected by these features:

»  The clock frequency range ranges from 3.10 GHz to

4.10 GHz

* You have memory ranging from 4MB to 8MB

*  Turbo boost technology

*  Hyper-theading available with 8

The performance of the sorting algorithms in the Intel Core i7
(TM) processor is tested by analyzing data which are divided
into three categories:

- Unsorted data

- Semi-sorted data

- Sorted data with repeated data,

this data is placed in three different Microsoft Office Excel
2010 files, named as un_sorted.xIsx, half s.xlsx, and
sorted_rep.xlsx [1].

Performance of the Quick Sort algorithm on Intel Core i7
(TM) processor, 8GB RAM is presented on following graph:

100000
80000
60000
40000
20000 . .

0 \ \ \

unsorted half_sorted sotred with
rep

Figure 1.Performance of the Quick Sort algorithm on Intel Core
i7
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The graph below shows that in Merge Sort the shortest sorting
time is when the data is half sorted while it takes much longer
when the data is completely unsorted.

900000
850000
800000
750000 I
700000 ‘ ‘ ‘
sorted half_sorted sorted with
rep

Figure 2. Performance of the Merge Sort algorithm on Intel Core
i7

The graph below shows that Bubble Sort is quite slow, the
shortest sorting time is when the data is sorted while it takes
much longer when the data is completely unsorted.

1,2E+09
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800000000
600000000
400000000

200000000 .
0

unsorted half_sortedrted with rep

Figure 3.Performance of the Bubble Sort algorithm on Intel Core
i7
The graph below shows that in Insertion Sort the shortest

sorting time is when the data is sorted and half sorted while it
takes much longer when the data is unsorted.
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Figure 4. Performance of the Insertion Sort algorithm on Intel
Core i7

The graph below shows that Heap Sort is very effective, the
shortest sorting time being when the data is half sorted and
sorted while it takes much longer when the data is unassorted.

120000
100000
80000 -
60000 -
40000 -
20000 -

0 - T T T \

unsorted half_sorted sorted with
rep

Figure 5. Performance of the Heap Sort algorithm on Intel Core
i7

V. ALGORITHM IMPLEMENTATION ON INTEL CORE 17 (TM)
PLATFORM, 3.10GHz, 8GB RAM IN C # PROGRAMMING
LANGUAGE, JAVA, PYTHON AND PHP

Quick Sort provided a higher sorting speed on semi-sorted
data, with an average time of 32776.5 microseconds. Based on
the diagram it can be noticed that the data sorted by repetition
is ranked faster and the data completely un sorted

100000
80000
60000
M unsorted
40000
® half_sorted
20000
1 sorted with rep
0

Figure 6.The runtime measured in microseconds of the Quick
Sort algorithm on various programming platforms and with Intel
Core i7 (TM) processor

Merge Sort is implemented in the programming languages
which after compilation yielded the following results: the best
execution time was for the semi-sorted data with an average
time of 839025.75 microseconds, based on the diagram it is
observed that the sorted data is ranked faster compared most
unreported data.
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1000000
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0

Figure 7.The runtime measured in microseconds of the Merge
Sort algorithm on various programming platforms and with Intel
Core i7 (TM) processor

Bubble Sort is a slow sorting algorithm, implemented and
compiled in various programming languages on an Intel Core
i7 processor, delivering the best time in data sorted with
755.25 microseconds of repetition.

1,2E+09
1E+09
800000000
600000000
400000000
200000000
0

M unsorted
m half_sorted

m sorted with rep

SR\ S SR
Q\

Figure 8.The runtime measured in microseconds of the Bubble
Sort algorithm on various programming platforms and with Intel
Core i7 (TM) processor

The performance of Insertion Sort has been shown to be the
best in the data sorted by repetition, this data being sorted for
approximately 2640 microseconds. Showing then a
performance of 5478.75 microseconds in the semi-sorted data.

1400000

1200000
1000000
800000
600000
400000
200000
0

S R\3 S Q

QQ

W unsorted

® half_sorted
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Figure 9.The runtime measured in microseconds of the Insertion
Sort algorithm on various programming platforms and with Intel
Core i7 (TM) processor
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Based on the figure below, we can see that the Heap Sort
implemented in the C #, JAVA, PYTHON and PHP
programming languages, executed on the Intel Core i7
processor, gave the best performance in the semi-sorted data
with an average time performance of 50596.5 microseconds.

120000
100000
80000
60000 M unsorted
40000 =
20000
0

half_sorted

sorted with rep

N\a

&
Q*

Figure 10.The runtime measured in microseconds of the Heap
Sort algorithm on various programming platforms and with Intel
Core i7 (TM) processor

VI. CONCLUSION

In this study, sorting algorithms written on different
programming platforms and in different execution
environments were analyzed, respectively execution on Intel
Core i7 (TM) processors. The results were generated by
analyzing a dataset of 100117, classified into three groups:
semi-sorted data, non-sorted data, and repeated-sorted data.
Following the analysis of performance and time complexity
for each sorting algorithm (Quick Sort, Merge Sort, Bubble
Sort, Insertion Sort, and Heap Sort) the following conclusions
were generated:

- Quick Sort on Intel Core i7 (TM) processor, 3.10
GHz, 8 GB RAM, average output time for unsorted
data is 87591.5 microseconds, for semi-sorted data is
32776.5 microseconds, and for recursively sorted
data is 38100 microseconds

- Merge Sort on Intel Core i7 (TM) processor, 3.10
GHz, 8 GB RAM, average execution time for
unsorted data is 864082.5 microseconds, for semi-
sorted data is 839125.75 microseconds, and for
recursively sorted data is 774602.25 microseconds

- Bubble Sort on Intel Core i7 (TM) processor, 3.10
GHz, 8 GB RAM, average execution time for
unsorted data is 999020477 microseconds, for semi-
sorted data is 215765420 microseconds, and for
recursively sorted data is 755.25 microseconds

- Insertion Sort in Intel Core i7 (TM) processor, 3.10
GHz, 8 GB RAM, average execution time for
unsorted data is 1292783.3 microseconds, for semi-
sorted data is 5478.75 microseconds, and for
recursively sorted data is 5467 microseconds

- heapSort on Intel Core i7 (TM) processor, 3.10 GHz,
8 GB RAM, average execution time for unsorted data
is 95886 microseconds, for semi-sorted data is
50596.5 microseconds, and for repeats, sorted data is
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54425.5 microseconds

- In Intel Core i7 (TM), 3.10 GHz, 8 GB RAM for
unsorted and semi-sorted data Quick Sort algorithm
work faster, followed by Heap Sort, Merge Sort,
InsertionSort, and Bubble Sort

- For data sorted by iteration the Bubble Sort algorithm
was more efficient, followed by Insertion Sort, Quick
Sort, Heap Sort and Merge Sort

- Based on overall performance the algorithms can be
sorted by Quick Sort, Heap Sort, Merge Sort,
Insertion Sort and Bubble Sort.
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Abstract - CAESAR: Competition for Authenticated
Encryption: Security, Applicability, and Robustness is now
calling for submissions of authenticated ciphers. This competition
follows a long tradition of focused competitions in secret-key
cryptography[7]. CAESAR competition aims at finding
authenticated encryption schemes that offer advantages and
those schemes will give us more security. CAESAR tries to
identify a portfolio of authenticated ciphers that [7] offer
advantages over AES-GCM and [7] are suitable for widespread
adoption. Now CESAR is organized into three use cases:
Lightweight applications (resource-constrained environments),
High-performance applications and Defense in depth. Candidates
of this use case give different advantages depends on designs —
block-cipher, stream cipher, functions and so on. This paper will
give some characteristics of ACORN vl ACORN v2, ACORN v3,
and ASCON v1, ASCON vl1.1 and ASCON v1.2by comparing
security aspects.

Keywords- Caesar, acorn, ascon, encryption, decryption and
authenticated.

l. INTRODUCTION

ong time ago data was written, stored and processed

within a computer. This computer had a monitor (screen),

keyboard, mouse and main case. Much data was
circulated and manipulated across different computers. On the
other hand, many computers interact with each other and
transfer data from one place to another, or from one country to
another... etc, etc. But with the advancement of computer
networks start a new era! The era of data threats. Therefore,
starting with this era of humanity, start to seriously deal with
these threats. These threats were the starting points for
developing security aspects, including security protocols,
security methods and tools, and so on. Seeing that
cryptography is the efficient way to secure data, it also has its
own risks, such as the loss of keys or Strength of the security
of protocols, randomness of generated keys or key lifetimes, e
tc. Authenticated Encryption (AE) must to provide:
semantically security under CPA attack and ciphertext
integrity. This method of providing privacy and integrity use
key, nonce and authentication tag. Also to provide this kind of
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security AE use schemes and algorithm based on block or
stream cipher. The CAESAR competition is public
competition for authenticated ciphers. The aim of this research
is to present security features of CAESAR by using
specification and security goals of ACORN vl ACORN v2,
ACORN v3 and ASCON v1, ASCON v1.1 and ASCON v1.2.

Il. CRYPTOGRAPHY AND LIGHTWEIGHT CRYPTOGRAPHY

Cryptography is created as a tool to keep the privacy of
information that people or computers send to each other, even
if it is present an another person on the communication
channel. The main purpose of cryptography is providing
privacy, while the main aspects are: confidentiality, integrity,
and authentication as well. Cryptography dates back to time.
Since the era of Jules Caesar ....when coding was made with
the rules "shift by ...” for example shift by 3, shift by 4...etc.

Cryptography is the science of using mathematics to encrypt
and decrypt data. Cryptography enables you to store sensitive
information or transmit it across insecure networks (like the
Internet) so that it cannot be read by anyone except the
intended recipient [2]. While cryptography is the science of
securing data, cryptanalysis is the science of analyzing and
breaking secure communication. Classical cryptanalysis
involves an interesting combination of analytical reasoning,
application of mathematical tools, pattern finding, patience,
determination, and luck. Cryptanalysts are also
called attackers. Cryptology embraces both cryptography and
cryptanalysis [2]. Lightweight cryptography is the area of
classical cryptography that studies algorithms pertinent to
constrained devices, such as RFID tags, sensors in wireless
networks, small devices, and Internet-of-things devices [3]
[Iv2]. Lightweight cryptography is area of study driven by the
lack of cryptographic primitives capable to run on devices
with low computing power [4]. Another important
characteristic of Lightweight cryptography is that it is capable
of obtaining the adequate levels of security, without
necessarily resorting to security-efficiency trade-offs [4].
Lightweight cryptography is based on lightweight algorithms
that are based on block and stream ciphers. Lightweight
algorithms based on block encryption, are Present, Katan,
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Clefia, GOST 28147-89. Lightweight algorithms based on
stream ciphers are listed as Grain v1, Bean, Trivium,
Hummingbird.

A. Lightweight Authenticated Encryption

Whatever the current age, almost all aspects of human life are
threatening. Therefore, it is imperative to protect useful
information from harmful activities such as attacks. An attack
can be passive or active. On passive attacks, the main purpose
is to steal information by trying to secure unauthorized access
to information. Passive attacks are usually done when
attempting to overcome a communicating channel where they
do not affect information or disrupt the communication
channel. On active attacks, the main purpose is changing
information by performing some information processes. These
attackers do the following things: unauthorized modification
of the information, initiation of unauthorized transmission,
unauthorized deletion of data. Regardless of, if the attack is
active or passive, the attacker has two main purposes:
breaking a cryptosystem and finding the plaintext from the
ciphertext [5]. Recently, we have seen many attacks that go
beyond any predictions made by crypt analyzer, for example:

e Cipher text Only Attacks (COA) is a type of attack
where the attacker attempts to access the set of cipher
texts. The success of this attack comes when plaintext
is assigned through cipher text.

e Dictionary Attack is a technique to break a computer
or server with encryption and authentication
mechanisms. Dictionary Attack used millions of
options to reach the needed key and then put the key
in a place to use then, similar to the language
dictionary.

e Birthday Attack uses mathematics and probability
theory to reach successful meltdown. It is an ideal
attack when we want to intercept the communication
between two parties. This type of attack uses hash
functions and uses the hash values for different
inputs. If the striker finds two inputs that give the
same value of the hash then the system is break
system.

Authenticated Encryption is a method for simultaneously
protection of the privacy of the message and to ensure
authenticity by providing confidentiality and authenticity.
Confidentiality is the ability to hide information from those
people unauthorised to view it. Cryptography and Encryption
methods are an example of an attempt to ensure confidentiality
of data trasferred from one computer to another [5].
Confidentiality is used to make sure that nobody in between
site A and B is able to read what data or information is sent
between the to sites [6]. One method for providing
confidentiality is through encryption. Encryption process
ensures that data can only be decoded by the intended
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recipient. A good example of methods used to ensure
confidentiality is by using User IDs and passwords constitute a
standard procedure; two-factor authentication is becoming the
norm. Other options include biometric verification and
security tokens, key fobs or soft tokens [6].

Example 1.

Man in the Middle Attack is one of arracks that attackers uses
during cybercrime. Here attacker secretly transmits and
change the communication between two or more parties. The
MIM attack is not very complex, as you can see on fig.1.

communication

PC1 pC2

Ning

Figure 1.Man in the Middle Attack

PC1 (know as Personal Computer) tries to communicate with
PC2 (they have to switch between them the public keys), then
the attacker intervenes and exchanges his public key, so all
that PC1l sends goes to the attacker and after he reads
everything, he can decide to forward or to modified
information, and then “he” can pass them to PC2.

I1l. CAESAR COMPETITION PORTOFOLIO

The United States National Institute of Standards and
Technology (NIST) announced an open competition for a new
Advanced Encryption Standard[7]. This competition attracted
15 block-cipher submissions from 50 cryptographers around
the world, and then public security evaluations from an even
larger pool of cryptanalysts, along with performance
evaluations. Eventually, NIST chose Rijndael as AES. In 2004
ECRYPT, a Network of Excellence funded by the European
Union, announced eSTREAM, the ECRYPT Stream Cipher
Project. [7]This project called for submissions of "new stream
ciphers suitable for widespread adoption”. This call attracted
34 stream-cipher submissions from 100 cryptographers around
the world, and then hundreds of security evaluations and
performance evaluations, following the same pattern as AES
but on a larger scale. Eventually the eSTREAM committee
selected a portfolio containing several stream ciphers.In 2007
NIST announced an open competition for a new hash
standard, SHA-3. [7] This competition attracted 64 hash-
function submissions from 200 cryptographers around the
world, and then a tremendous volume of security evaluations
and performance evaluations. Eventually NIST chose Keccak
as SHA-3.The AES competition is generally viewed as having
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provided a tremendous boost to the cryptographic research
community's understanding of block ciphers, and a
tremendous increase in confidence in the security of some
block ciphers. Similar comments apply to eSTREAM and to
the SHA-3 competition and are also expected to apply to
CAESAR [7. ]The final CAESAR portfolio is organized into
three use cases: Lightweight applications (resource
constrained environments), High-performance applications
and Defense in depth. CAESAR is very important on practise
because here is the way of authenticated encryption which is
one of the most important things on digital life. CAESAR
competition is a public competition for authenticated cipher
that include candidates separates on different portfolio.

IV. ACORN

ACORN is a Lightweight Authenticated Cipher submitted by
Hongjun Wu. ACORN containing three version: v1, v2, and
v3. As an algorithms, ACORN v1 and v2 are a bit-wise
authenticated cipher that means one bit of message can
processed in one step. ACORN v3 is a bit-based sequential
authenticated cipher in which the difference is injected into the
state for authentication for better performance [8]. ACORN-
128 uses a 128-bit key and a 128-bit initialization vector. The
associated data length and the plaintext length are less than
264 bits [8]. The authentication tag length is less than or equal
to 128 hits[8]. The state size of ACORN-128 is 293 bits [8].In
ACORN, one key, IV pair is used to protect only one message.
ACORN-128 (128-bit tag) security is based on encryption 128
—bit and authentication 128-bit. Security features of ACORN
v1l, ACORN v2, and ACORN v3 are given on the following
table:

Table 1. Features of ACORN v1

ACORN v1
Key generated in a secure way
Key and Avre not used to protect more than one message
v Avre not used with two different tag size
Output If verification fails — fails the outputs

Table 2. Features of ACORN v2

ACORN v2
Key generated in a secure and random way
Key and Avre not used to protect more than one message
v Avre not used with two different tag size
Output If verification fails — fails the outputs
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Table 3. Features of ACORN v3

ACORN v3
Key generated in a secure and random way
Key and IV Avre not used to protect more than one
message
Avre not used with two different tag size
Output If verification fails — fails the outputs
V. ASCON
ASCON is a family of authenticated

encryption and hashing algorithms designed to be lightweight
and easy to implement, even with added countermeasures
against side-channel attacks [9]. The family members are
parametrized by the key length k< 128 bits, the rate r, and
internal round numbers a and b. AsSCoON has been selected as
the primary choice for lightweight authenticated encryption in
the final portfolio of the CAESAR competition (2014-2019)
and is currently competing in the NIST Lightweight
Cryptography competition (2019-) [9]. On ASCON vi,
ASCON v1.1, and ASCON v1.2 are a part of family of
authenticated encryption designs by the ASCON ap-k where
all the family members are parametrized by the key length k <
128 bits and internal round numbers a,b. Security features of
ASCON v1, ASCON v1.1, and ASCON v1.2 are given on the
following table:

Table 4.Features of ASCON v1

ASCON v1

Key generated in random wayby s-box

Key and The 320-bit initial value 1V is formed by the secret

v key K and nonce N

Output if the verification of the tag fails — fails the outputs

Table 5. Table 4.Features of ASCON v1.1

ASCON v1.1

Key generated in random way by s-box

Key and The 320-bit initial value IV is formed by the secret

v key K and nonce N (IV specifying the algorithm
(including the key size k, the rate r, the initialization
and finalization round number a, and the intermediate
round number b)
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Output if the verification of the tag fails — fails the outputs
Table 6.Features of ASCON v1.2
ASCON v1.2
Key generated in random way by s-box
Key and The 320-bit initial value 1V is formed by the secret

v key K and nonce N (1V specifying the algorithm
(including the key size k, the rate r, the
initialization and finalization round number a, and
the intermediate round number b)

Output if the verification of the tag fails — fails the outputs

VI. CAESAR PORTOFOLIO LIGHTWEIGHT
APPLICATIONS

Encryption is the method by which plaintext or any other type
of data is converted from a readable form to an encoded
version that can only be decoded by another entity if they have
access to a decryption key [I3]. The main propose of
encryption is to protect the confidentiality of data on computer
systems or transmitted via the internet or any other computer
network. Ecryptin can be organized as block or stream cipher.
ACORN is stream cipher while ASCON is block cipher.

Security details and characteristics of ACORNv3, ACORN
128v1, ACORN 128v2 and ACORN 128 v3 are given on the
following table:

Table 7. Security details and characteristics of ACORNv3,
ACORN 128v1, ACORN 128v2 and ACORN 128 v3

ACORN | ACORN ACORN

128 vl 128 v2 128 v3
Encryption 128 bit 128 bit 128 bit
Authetication | 128 bit 128 bit 128 bit
Key 128 bit 128 bit 128 bit
Nonce 128 bit 128 bit 128 bit
Tag 128 bit 128 bit 128 bit
Data limit 2%4pit 2%4pit 2%4bit
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Security details and characteristics of ASCON 128vl,
ASCON 128v1.1 and ASCON128v1.2 are given on the
following table:

Table 8. Security details and characteristics of ASCON 128v1,
ASCON 128v1.1 and ASCON128v1.2

ASCON | ASCON ASCON

128 v1 128 v1.1 128 v1.2
Encryption 128 bit 128 bit 128 bit
Authetication | 128 bit 128 bit 128 bit
Key 128 bit 128 bit 128 bit
Nonce 128 bit 128 bit 128 bit
Tag 128 bit 128 bit 128 bit
Data limit 2%block | 264block 2%4block

By using the features and properties of algorithms describe
previously we can conclude:

- Encryption process has been done by using 128 bit
length for ACORN 128vl, ACORN 128v2, ACORN
128v3

- Encryption process has been done by using 128 bit
length for ASCON 128v1l, ASCON 128v1.1, ASCON
128v1.2

- Authentiaction process for ACORN 128v1, ACORN
128v2, ACORN 128v3 has been done by using 128 bit
length

- Authentiaction process for ASCON 128v1, ASCON
128v1.1, ASCON 128v1.2 has been done by using 128
bit length

- ACORN 128v1, ACORN 128v2, ACORN 128v3 use a
key 128 bit

- ASCON 128v1, ASCON 128v1.1, ASCON 128v1.2
use a key 128 bit

- ACORN 128v1l, ACORN 128v2, ACORN 128v3 use
stream data limit

ASCON 128v1, ASCON 128v1.1, ASCON 128v1.2 use
block data limit

VII. CONCLUSION

We analyzed the algorithms of the lightweight cryptography
ACORNv1l, ACORNv2, ACORNv3 and ASCONvV1,
ASCONv1.1 and ASCONvl1.2 from Competition for
Authenticated Encryption:  Security, Applicability, and
Robustness CAESAR because both candidates are from the
same group on CAESAR, while the ACORNv3 and
ASCONV1.2 are the finalist of Competition for Authenticated
Encryption: Security, Applicability, and Robustness CAESAR
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since March 2019. For both of them, we analyzes their three
verisons and they security details including some
characteristics like key size, IV, and output.

In the analysis, the necessary features for the evaluation of the
lightweight cryptography like Encryption, Authentication,
Key, Nonce, tag, Data limit (Table 7,8). We analized this
candidates to see what is difference between verison on the
same candidates and what is difference between finalist
ACORN v3 and ASCON v1.2. ACORN is designed to be
efficient in hardware by using a bit-based stream cipher and
also efficient in software to resist the traditional attacks and
algebraic attacks. ASCON is designed to be efficient also in
hardware and software by offering good performance on both
platforms in more detalies ASCON is designed to allow
efficient implementation of side channel resistance features.
Lightweight cryptograpgy applications today is very used in
many aspect, such: Small hardware area, hardware for power
consumption, embedded system, etc.

In future work, we concern deeper analysis of particular
features by using new proposals and new parameters for
Competition  for  Authenticated Encryption:  Security,
Applicability, and Robustness CAESAR.
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Abstract— In this paper, briefly explains the approach. The LMU
team will produce estimates for Task 3 (Disease Classification). The
score we obtained in the 2018 ISIC validation set of the 2018 ISIC
Challenge was 0.881 balanced precision. Skin cancer, the most
common human malignancy is diagnosed visually by starting the
first clinical screening and possibly potentially by dermoscopic
analysis, biopsy and histopathological examination. Automatic
classification of skin lesions using images is a challenging task due
to the fine-grained variability in the appearance of skin lesions. Deep
convolutional neural networks (CNNs) show potential for general
and highly variable tasks in many fine-grained object categories.
Here, we have demonstrated the classification of skin lesions using
a single CNN, trained thoroughly from direct images, using only
pixels and disease labels as inputs. We train CNN using 129,450
clinical picture data sets (two larger sizes12 larger than the previous
data sets) of 2,032 different diseases.

Keywords— Skin Disease, Classification , Neural Networks,CNN.

Introduction

A. Skin cancer has emerged as a major challenge in public
health. This occurs Both skin cancer and other skin cancers
have been growing over the past decades. According to the
World Health Organization, more than 130,000 cases of
skin cancer Between 2 and 3 million skin cancers other than
skin cancer are globally diagnosed every year Injury rates
are expected to increase continuously Ozone depletion and
increased exposure to recreational sunshine. Low prices of
cloud computing services and strong availability of
powerful GPUs have led to the emergence of neural
networks (CNNs), making it more accessible and learning
with much larger data sets More tractable. CNNs turned out
to be useful in diagnostic and decision-making So you find
extensive applications in medical science. In the field of
dermatology, it is applied to problems such as classification
of dermatology. In this context, the International Skin
Imaging Collaboration (ISIC) has established an open
catalog to access the skin skin images of skin lesions. The
challenges of skin diseases are regularly investigated. As
reported [5], Results of skin cancer classification of I1SIC
Challenge 2016 and companion. A study of the reader with
experienced dermatologists showed a subset of the images.
That deep learning algorithms classify the images of
melanoscopy more accurately than some dermatologists. In
a historical publication entitled. Classification of skin
diseases for skin cancer with deep neural networks, [2]
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B. Prove that the Google Inception v3 structure was trained on
the data set. Of ¢.130,000 skin lesions are capable of
classifying skin cancer with level. Efficiency is similar to
dermatologists.

C. In arecent publication, [4]. The Google Inception v4 CNN
architecture is designed over 100,000.

D. skin images and the results of the reader study to show that
diagnostic.  CNN  performance outperforms  most
dermatologists. The main purpose of this manuscript is a
brief description of this approach. Used by the LMU team
to create a forecast for Task 3 of the 2018 ISIC Challenge.
The mission was set to make the disease classification
predictions for 1512. Skin images covering the following
seven categories of diseases shown as fig (1). Abbreviations
in square brackets: melanoma melanoma, melanocyte
nebula [NV], Basal cell carcinoma [BCC], radial
thrombosis, Bowen disease / intracellular carcinoma.
Cancer [AKIEC], benign tuberosity (solar pumpkin, fatty
calcification, lichen,  Ureter-like ureter) [BKL],
fibroblastoma [DF] and vascular lesion [VASC].

Nevus Dermatofibroma Melanoma
~ > B . /‘f-
‘_-;g\i
Vascular
Pigmented  Pigmented Benign Basal Cell ‘
Bowen'’s Keratoses Carcinoma

£ 5 ’

FiG.1. ISIC TASK CHALLENGE 3 CHAPTERS OF THE LESION AND IMAGES
EG.

. APPROACH

A. Our data set included 23,532 photographs, most of them by

skin, from ISIC Archive (as shown in Table 1). As noted [1],
the employment of additional data has led to higher
performance in previous challenges. Therefore, we have
updated the ISIC data sets with additional information that
is publicly available. Image data sets (for example, MED-
NODE, PH) and images that are not publicly available. In
total we used 30,000 c. C.750 (or ¢.7.5%) and ¢.700 (or
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€.7%). Randomly selected images were used for the
HAM10000 dataset for test and validation sets respectively.
While doing so, we have controlled the pest identifiers to
confirm.

Table 1.Summary ISIC datasets used for training, validation and test
kits

Dataset NV MEL BKL BCC AKIEC DF VASC All classes
HAMI10000 6705 1113 1099 514 327 115 142 10015
ISIC 2017 11861 1019 575 33 TT 15 13517
SONIC 9251 0 0 0 o o 1] 9251
MSK-2 1004 334 130 3 20 1] 1473
MSK-4 543 215 189 0 o 0 1] M7
MSK-1 532 28 &7 27T 5 5 11 895
UDA-1 396 159 1] 0 o o 1] 555
MSK-3 123 19 &3 0 0o o 1] 225
MSK-5 0 0 109 0 0 o0 2 111
UDA-2 12 34 7 3 n 2 2 60
Total 18566 2132 1674 547 334 122 157 23532

This table shows the number of theoretical and clinical images by ISIC category
Archive (as available on 15 July 2018) Used in training, validation and testing
kits Our algorithm.

He did not distribute any pictures of the same lesion on the
training, validation and testing group. In order to predict
strongly the performance of our model. On the invisible data,
crossvalidation was used by selecting the images for. Validate
the set several times, thus using all different parts of the.
HAMZ10000 training package as check kits. A number of
inverted weights are available from imagenet, but finding a
good configuration to adjust them to a specific task is Exercise
is very time consuming. So we just explored a subset of these
Constructions for this task (such as VGG, InceptionV4,
ResNet152, and NasNet) Which turned NasNet to show the best
results. The use of random rotation and reflection during
training is a common practice in image classification and given
the limited amount of training data, this convention It was not
challenged. Additional zoom techniques were tested during
training. The evaluation includes magnification, shear, various
color fastness algorithms And image distortions. Of the above
techniques turned magnification and shear To be of limited use.
We also used a number of techniques to calculate the class
imbalance Problem and compensation of underrepresented
classes (individual classes do not contain the same number of
images). Specifically, we have integrated grade weights
(Inversely proportional to the size of each chapter) in the
training process and the applied threshold (ie, change of
separation predictions automatically) in the test Phase based on

proven rules derived from numerous confusion matrices.
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Because each model produced slightly different results (not the
least because Random increase during training), we used a
simple average of predictions From multiple models based on
different architectures. This resulted in better results From just
using the best one model. This is in line with the approach taken
before [7] and results [1].
The main differences between the three presentations
can be summarized
Continued:
1- Describe the approach below the threshold
2- The approach described is threshold on DF and
AKIEC
3-  The approach is described with a more aggressive
threshold on DF, AKIEC, MEL,
VASC and BKL.

Il. CONCLUSIONS
Figure 2 shows the performance of one model on the ISIC 2017

Challenge Test group, before including those images in the

training group.

1.0 ~ —~

0.9 4 - kot e v e e i ._...,..,_.,.\_\_7.\.;'..,\...,,

08 4

0.7
206
g \
£ o0s AKIEC: AUC = 0.000 \
g spiieum ‘
2o BCC: AUC = 0.000

BKL: AUC = 0.948

031 DF: AUC = 0.000

0.2 MEL: AUC = 0.896

: NV: AUC = 0.914

H VASC: AUC = 0.000
0.0 T T T T + T T
0.0 0.1 0.2 03 04 05 06 0.7 08 0.9 1.0

Sensitivity

Fig. 2 (AUC) of one model on the ISIC test group Challenge 2017 Part 3:
Classification of the pest. MUC AUC beats earlier. Published results, which
include band approaches. The test set consists only of Photos BKL, MEL and

NV. Other categories fall to zero.

After providing our test set predictions, our final results were
achieved with Our developer approach will be posted on the

Leaderboard and visible to everyone Participants in the ISIC
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2018 Challenge. Our score on ISIC 2018 has been achieved The
validation set was 0.881. The results on our test range were of

the same size.

[1]

(2]

[3]

[4]

[5]

[6]

[7]
(8]
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Abstract - Nowadays, medical imaging plays important role in
medical settings to obtain high resolution images for the human
body. The medical imaging techniques usually suffer from many
types of noises such as gaussian, salt and pepper and speckle
noises. So, getting a high-resolution body image is so difficult. The
accurate medical images is necessary for diagnosis of many
diseases. In this paper, medical imaging denoising technique based
on convolutional denoising autoencoder is proposed. The NIH
chest X-Ray dataset has been used for the training and testing of
the proposed model. The model consists of 10 layers to learn the
representation of the noise in the image and then reconstruct a new
image without the noise. The model performance evaluated by
using mean squared error and peak signal to noise ratio. For the
training purpose we added gaussian noise to the dataset. The total
number of images used is 25,000 splitted into training set 22,500
images and testing set 2500 images. The model achieved excellent
results on the testing set with 0.01 mean squared error.

Keywords - Image filtering , image processing , deep learning ,
convolutional neural networks, autoencoder.

. INTRODUCTION

During the acquisition and transmission, images are always
polluted with the various types of noise such as gaussian and
salt & pepper that result in low-quality images. The noise
removal from the images must be done before the image
analysis task. Digital images plays an important role in many
fields like magnetic resonance imaging, computed tomography
and X-ray. The noise removal of the medical images is the
significant step in the image processing. The medical images
get affected by some types of noise that can be classified as
substitutive noise speckle noise and Gaussian noise. Therefore
the denoising of the medical images leads to a precise analysis
and diagnosis of the diseases by the physicians because of
medical images like CT-scan (Computed Tomography) ,
MRI(Magnetic Resonance Imaging),X-ray and PET(Positron
Emission Tomography) encompass a very sensitive information
about the brain , lung , heart and other body organs. Last years,
researchers have proposed many of approaches in the field of
image noise removal and filtering such as [1-7]. These methods
include non-local means (NLM) [1] which is unlike the local
mean which takes the mean of surrounding pixels, it takes the
mean of all pixels in the image weighted by how similar are
these pixels to the target pixel. The other method proposed is
the block-matching 3D filtering which is a novel algorithm
based on the 3D transform domain. The BM3D algorithm
process blocks of image in a sliding manner and searching for
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the similar blocks to the processed one [2]. In this paper we
focused on the medical images filtering which is affected by the
gaussian noise during the acquisition and transmission. We
used the well-known dataset of The NIH chest X-Ray dataset.
For the denoising technique we used the denoising
convolutional autoencoder architecture to construct a model
that learns the representation of the images noise and
reconstruct them without the detected noise representation. We
used a total of 25,000 images from the dataset splitted into
22,500 for the training set and 2,500 for the testing set. All
images are corrupted with randomly gaussian noise for the
training purpose. The mean squared error and peak signal to
noise ratio are used in order measure the performance of the
model.

Il. METHODS

1. Dataset:

The NIH Chest X-ray Dataset contains a total number of
images 112,120 X-ray images with disease information from
30,805 patients. the authors used Natural Language Processing
To create the dataset labels, from the hospital reports of the
patients. The authors mention that the labels are expected to be
> 90% accurate. Figure 1 shows the samples from the dataset.

Yy

Figure 1. Dataset Samples.
2. Convolutional denoising autoencoder:
The autoencoder in general is a neural network that aim to
copy the inputs to their outputs. The autoencoder compress the
input into the latent space representations and then reconstruct
the output using these representations. The denoising
autoencoder work in the same logic by using a corrupted input

(data + noise) in order to learn the representation of the noise
and reconstruct a clean output. An autoencoder[8] takes input

x € [0,1]% and map this input to a hidden representation
y € [0,1]% by deterministic mapping
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y = fg®) = s(W, +b) that parameterized by

6 = {W.,b} where Wisad’ xd weight matrix and b is the
bias vector. The resulting representation is then mapped as the
reconstructed output z € [0,1]¢ in input space

z=8g (y) = sS(Wy +b") The parameter of the

autoencoder should be optimized using the average
reconstruction error as following:

# IE3 1 [ [
67,6" = argmip Y1, L(x,z1) =

argmin= X1, L(x, g (fo(x)))
(o))

Where L is the loss function.

The idea of the denoising autoencoder is modifiying the
traditional autoencoder described above by training it to
reconstruct a clean input from corrupted one. This process is
done by adding a noise to the real data as the input and the
output will be the clean data without noise. Figure 2 shows the
architecture of the denoising autoencoder.

Hidden code L(x,x)

x.x. L]

Corrupted input ¥ Raw input x Reconstruction X

Figure 2. Denoising autoencoder basic architecture.

In this paper we propose a chest X-Ray image denoiser based
on the convolutional denoising autoencoder the architecture of
the model is shown in table 1. The Convolution layer is used as
the main feature extractor followed by the rectified linear units
(ReLU) activation function. The kernel size is 3x3 with 64
filters in all of the convolution layers. The batch normalization
used to speedup the training and reduce the overfitting in the
neural network.

Table 1. Model architecture.

Layer Activation Filters
Input Layer None
Conv2D ReLU 64
Conv2D ReLU 64
Batch

Normalization
Conv2D ReLU 64
Batch
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Normalization

Conv2D
Batch
Normalization

ReLU 64

Conv2D
Batch
Normalization

ReLU 64

Conv2D
Batch
Normalization

RelLU 64

Conv2D
Batch
Normalization

ReLU 64

Conv2D
Batch
Normalization

ReLU 64

Conv2D
Batch
Normalization

ReLU 64

Conv2D None 1

The performance of the model evaluated using Mean squared
error (equation 2) and peak signal to noise ratio (equation 3)

1 —~

MSE = -3, =Y) @
MAX?

PSNR = 10.lOg10(M—SE) (3)

I1l. RESULTS

We used the denoising model and trained on the training set
that contains 22,500 images that corrupted with random
additive white gaussian noise. The MSE used as loss function
to measure the reconstruction error. Table 2 shows the training
and validation loss for each epoch for a total of 10 epochs.
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Table 2. Training and validation loss. MSE: 0.0149, PSNR: 66.3

Epoch Training loss Validation loss

1 0.0742 0.0332 Figure 3. The results of 5 images, left image is the real clean
2 0.0292 0.0250 image, the middle image is the noisy image and right image is
3 0.0236 0.0210 the reconstructed image.
4 0.0208 0.0187
5 0.0188 0.0184 We use the traditional filters that used in this field such
6 0.0177 0.0162 as Gaussian and median filters. Figure 4 shows the
7 0.0165 0.0152 results of the Gaussian filter with PSNR and MSE
8 0.0158 0.0146 results.
9 0.0150 0.0144

10 0.0144 0.0134

Figure 3 shows the results of the real image , noisy image and
reconstructed image.
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Figure 4. The results of gaussian filtering, left image
is the real clean image, the middle image is the noisy
image and right image is the filtered image.

Figure 5 show the results of MSE and PSNR for the
median filtering of the same images on the same noise
scale.

o 0 5
20 20
40
&0 B0

0 23 50

MSE: 0.0408 PSNR:62.019

0 0
20 20
40
60 60

0 25 50

MSE: 0.0386 PSNR: 62.258
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Figure 4. The results of median filtering, left image is
the real clean image, the middle image is the noisy
image and right image is the filtered image.

IV. CONCLUSION

In this paper, we proposed a chest X-ray image
denoiser based on Convolutional denoising
autoencoder. The NIH Chest X-ray dataset used for the
evaluation of the model. The Mean-squared error and
Peak signal-to-noise ratio (PSNR) used for measuring
the performance of the filtering and reconstruction of
the proposed method. In the future this work can be
developed by implementing deeper architecture and
using high-resolution training images will improve the
results and achieving higher reconstruction resolution.
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Abstract - In this study, a linear model based on moth-flame
optimization (MFO) algorithm was developed for estimating
Turkey's energy demand. Input parameters of this model consist
of Turkey's gross domestic product (GDP), population, import
and export data. The results of the developed EMFO model were
compared with the results of 2 different models in the literature.
Results show that the EMFO model is more successful than the
compared models. Finally, in this study, the developed EMFO
model was used to forecast Turkey's energy demand up to 2030.

Keywords - moth-flame optimization, energy demand estimation,
metaheuristic, optimization, Turkey.

. INTRODUCTION

Demand for energy is increasing in all the world with the
effect of developing technology and increasing

population. Today, one of the most demanded energy
types is electric energy. Electricity consumption per capita is
considered as an important parameter indicating the
development levels of countries. In order to meet the increasing
demand for electricity, more and more electricity is produced.
This leads to rapid depletion of non-renewable resources and
damage to nature. Electricity is a source of energy that cannot
be stored. For this reason, it is of great importance that the
electrical energy produced is used efficiently [1]. An energy
crisis can occur if the generated energy is less than the actual
energy demand. If the generated energy is higher than the actual
energy demand, the resources are wasted and the economy is
damaged [2].

Since the 1970s, the State Planning Organization (DPT),
Turkey Statistical Institute (TSI) and the Ministry of Energy
and Natural Resources (ETKB) have used various mathematical
models to estimate the amount of energy that will be requested
in Turkey [3]. Thus, energy demand estimation has attracted the
attention of many researchers and many studies have been done
on this subject using statistical, metaheuristic and artificial
intelligence based methods. Some of these studies are given in
Table 1.

Moth-flame optimization (MFO) [4] is an optimizer
proposed by Mirjalili (2015), inspired by moths' navigation
behavior in nature. In this study, the energy demand of Turkey
is estimated using a linear model named as EMFO developed
by the MFO algorithm. Results of the EMFO model was
compared with the results of similar studies in the literature.

E-ISBN: 978-605-68537-9-1

Table 1: Some of the studies on energy demand estimation.

Researchers Method

Kankal et al. (2011) [5] Statistical
Dilaver and Hunt (2011) [6] Statistical
Ediger and Tatlidil (2002) [7] Statistical
Ediger and Akar (2007) [8] Statistical

Toksar1 (2007) [9]
Ozturk et al. (2005) [10]
Unler (2008) [2]
Kiran et al. (2012) [11]
Uguz et al. (2015) [12]

Koc et al. (2018) [13]
Sozen et al. (2005) [14]

Ant colony optimization
Genetic algorithm
Particle swarm optimization
Particle swarm optimization
Artificial bee colony
Gravitation search algorithm,
invasive weed optimization
Artificial neural network

The comparisons showed that the EMFO model has obtained
more successful results than other compared models.

The rest of the study is organized as follows: The MFO
algorithm is summarized in Chapter 2. How the MFO algorithm
is implemented on the energy demand estimation model is
explained in Chapter 3. Experimental results of the EMFO and
compared models are analyzed in Chapter 4. Conclusion and
advices on future works are presented in Chapter 5.

Il. MOTH-FLAME OPTIMIZER

Moths are very similar to the butterfly family. Moths fly at a
constant angle to moonlight with a mechanism called transverse
orientation at night and can travel straight over long distances
[4, 15, 16].

Although moths are oriented according to the transverse
orientation mechanism, we can sometimes observe that moths
fly spirally around the lights. This is because the moths are
tricked by artificial lights. When moths see an artificial light,
they try to fly, maintaining the same angle as that light. Since
artificial lights are highly close compared to the moon, flying
at an angle similar to the light source leads to a deadly spiral fly
path for moths [15].

A conceptual model of transverse orientation and spiral
flying path around close light sources is shown in Figure 1.
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Figure 1: Conceptual model of transverse orientation (a) and
spiral flight (b)

The MFO algorithm is modeled inspired by the convergence
behavior of the moths to the light shown in Figure 1(b).

A. Moth-Flame Optimization Algorithm

In the MFO algorithm, candidate solutions symbolize moths
and decision variables of a problem symbolizes positions of the
moths. Moths can fly in 1-D, 2-D or multi-dimensional space
by changing position vectors. In the MFO algorithm, a moth
swarm is represented by the matrix given in Equation 1.

My Mz Mg
My Maz Magd |

M= L 1)
Myy Myz Myg |

where n is the number of moths and d is the problem dimension.
Each moth has a fitness value based on its location and it is
stored in the OM array given in Equation 2.

OM; 1

oM. |
oM = ) 2

OM, |

where the index values 1,2, ...,n indicate which fitness value
belongs to the which moth.

The MFO has a second matrix and array representing
location and fitness values of the flames given in Equation 3
and 4 respectively.

Fin Fiz o o Frg

Fax Faz - - Fadl
F=1 . @)
Fop My Fral
OF, 1
OF; |
oF=| . | (4)
OF, |
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While moths represent actual search agents in search space,
flames hold the best solution points moths have achieved so far.
Each moth searches around a flame and updates the flame if it
finds a better solution. Thus, a moth never loses its best
solution.

In the MFO algorithm, the number of flames starts equal to
the number of moths. Then, using Equation 5, the number of
flames is iteratively reduced to 1.

N-1 ) (5)

l =N-— d ('t —_—
flame_no round {iter * p

The positions of the moths are updated using Equation 6. A
logarithmic spiral S function given in Equation 7 is used for
updating mechanism.

M; = S(M;, Fy) (6)

S(M;, F;) = D;. e .cos(2nt) + F; (7

where Di; is the distance between i moth (M;) and ji flame (F;),
b is a constant (1 as default) using to define the shape of the
logarithmic spiral and t is a random number between [-1, 1].
Lower bound of t is linearly decreased from -1 to -2 over the
course of iteration and in last iteration t is randomly generated
between [-2, 1].

Pseudo code of the MFO algorithm is given in Figure 2.

Update flame no using Eq. (5)
OM = FitnessFunction(M);
if iteration ==

F = sort(M);
OF = sort(OM);
else

F = sort(Mz1, My);
OF = sort(Me-1, My);

end
fori=1'n
forj=1:d

Update t
Update M{i,j) using Eq. (6) and (7) with respect to the
corresponding moth
end
end

Figure 2: Pseudo code of the MFO algorithm

I1l. IMPLEMENTATION OF THE MFO ALGORITHM TO ENERGY
DEMAND ESTIMATION PROBLEM

Turkey's GDP, population, import and export data and
energy demands between the years of 1979 - 2011 are obtained
from [13] and used to develop a linear model based on Equation
8 for energy demand estimation.

Ejinear = w1 + W X1 + w3X; + w, X3 + wsX, (8)

in this model, X;, Xo, X3 and X4 refer to GDP, population,
import and export data respectively; w1, wy, ws, ws and ws are
the weight coefficients. The output of the model represents
energy demand estimates by years. The total error of the model
is calculated by Equation 9.
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where R is the total number of observations, EP?S¢"v¢¢ and

EPTe¥t*? are the observed and predicted i. energy demand
values.

It is intended to discover the weights w which minimize f(v)
error. In this study, MFO algorithm was used to find the most
suitable weights.

IV. EXPERIMENTAL RESULTS

A. Parameter settings

In this study, in order to make a fair comparison with the
models in the literature, the number of agents of the MFO
algorithm is set as 100 and the maximum number of iterations
is set as 5000. The MFO algorithm was run 3 times with
randomly generated seeds and w weights that produced the least
error value after 3 runs were used in the EMFO model.

B. Comparison of the models

The EMFO model obtained by the MFO algorithm was
compared to the EIWO and EGSA models developed by Koc et
al. [13] using IWO and GSA algorithms. The obtained weight

coefficients and error values are given in Table 2. When the
results are examined, it is observed that the EMFO model has
less error value than the compared models.

Table 2: Weight coefficients and error values of EMFO, EIWO and

EGSA models

Weight

Coefficients EMFO EIWO EGSA
W1 -50.13476 -28.14013 -57.15262
W2 0.02390 0.00582 0.02461
W3 1.75763 1.37398 1.89247
W4 0.09997 0.13009 0.08863
Ws -0.03636 0.05630 0.05971
f(v) 152.64107 367.45717 180.36962

Energy demand estimations, error and relative error values of
EMFO, EIWO and EGSA models are given in Table 3. When
the results are examined, it is observed that EMFO, EIWO and
EGSA has the lowest error value for 13, 11 and 9 years
respectively.

Table 3: Energy demand estimations, error and relative error values of EMFO, EIWO and EGSA models

Observed

EMFO EMFO EIWO EIWO EGSA EGSA

Year denerg;; Estimations EEMFO Relative Estimations EEIWO Relative Estimations EEGSA Relative

(eTrU\?r?) (TWh) O Error(%) | (Twh) O Error(@) | (Twh) T Error(%)

1979 30.71 32.27 1.56 0.05 35.68 4.97 0.16 31.61 0.9 0.03
1980 31.97 30.28 -1.69 -0.05 34.51 2.54 0.08 29.5 -2.47 -0.08
1981 32.05 32.35 0.30 0.01 36.28 4.23 0.13 31.87 -0.18 -0.01
1982 34.39 34.13 -0.26 -0.01 37.86 3.47 0.10 33.91 -0.48 -0.01
1983 35.7 36.13 0.43 0.01 39.49 3.79 0.11 36.06 0.36 0.01
1984 37.43 38.34 0.91 0.02 41.43 4.00 0.11 38.54 1.11 0.03
1985 39.4 40.74 1.34 0.03 43.30 3.90 0.10 41.19 1.79 0.05
1986 42.47 42.89 0.42 0.01 44.82 2.35 0.06 43.45 0.98 0.02
1987 46.88 45.35 -1.53 -0.03 46.99 0.11 0.00 46.3 -0.58 -0.01
1988 4791 47.45 -0.46 -0.01 48.72 0.81 0.02 48.69 0.78 0.02
1989 50.71 50.08 -0.63 -0.01 50.61 -0.10 0.00 51.48 0.77 0.02
1990 52.98 53.83 0.85 0.02 53.45 0.47 0.01 55.48 2.5 0.05
1991 54.27 55.58 1.31 0.02 54.81 0.54 0.01 57.45 3.18 0.06
1992 56.68 57.77 1.09 0.02 56.62 -0.06 0.00 59.88 3.2 0.06
1993 60.26 60.79 0.53 0.01 59.10 -1.16 -0.02 63.04 2.78 0.05
1994 59.12 60.88 1.76 0.03 59.69 0.57 0.01 63.58 4.46 0.08
1995 63.68 64.86 1.18 0.02 63.25 -0.43 -0.01 67.93 4.25 0.07
1996 69.86 67.93 -1.93 -0.03 66.02 -3.84 -0.05 71.23 1.37 0.02
1997 73.78 70.53 -3.25 -0.04 68.46 -5.32 -0.07 74.22 0.44 0.01
1998 74.71 72.67 -2.04 -0.03 69.87 -4.84 -0.06 76.63 1.92 0.03
1999 76.77 74.19 -2.58 -0.03 71.01 -5.76 -0.08 78.36 1.59 0.02
2000 80.5 77.58 -2.92 -0.04 74.31 -6.19 -0.08 81.85 1.35 0.02
2001 75.4 76.52 1.12 0.01 73.80 -1.60 -0.02 81.37 5.97 0.08
2002 78.33 79.84 151 0.02 76.87 -1.46 -0.02 85.17 6.84 0.09
2003 83.84 84.23 0.39 0.00 81.43 -2.41 -0.03 90.6 6.76 0.08
2004 87.82 89.52 1.70 0.02 87.60 -0.22 0.00 97.27 9.45 0.11
2005 91.58 95.75 417 0.05 93.55 1.97 0.02 104.56 12.98 0.14
2006 99.59 100.51 0.92 0.01 97.90 -1.69 -0.02 110.31 10.72 0.11
2007 107.63 99.73 -7.90 -0.07 100.10 -7.53 -0.07 110.98 3.35 0.03
2008 106.27 105.76 -0.51 0.00 107.07 0.80 0.01 119.19 12.92 0.12
2009 106.14 106.40 0.26 0.00 100.81 -5.33 -0.05 117.99 11.85 0.11
2010 109.27 109.86 0.59 0.01 108.31 -0.96 -0.01 122.16 12.89 0.12
2011 114.48 117.84 3.36 0.03 117.70 3.22 0.03 131.64 17.16 0.15
E-1SBN: 978-605-68537-9-1 94
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Finally, in this study, Turkey's energy demand between the
years of 2012 - 2030 is forecasted using the EMFO model. For
this, Turkey's GDP, population, import and export data from
2012 to 2030 is estimated with the following scenario.

Scenario: It is assumed that between 2012 - 2030, GDP
increased by 4%, population by 0.5%, imports by 2.5% and
exports by 3%.

Table 4: Energy demand forecasting with EMFO between 2012 -

2030

Year EMFO Forecasting Year EMFO Forecasting

(TWh) (TWh)
2012 119.65 2022 140.3
2013 1215 2023 142.65
2014 123.39 2024 145.07
2015 125.33 2025 147.55
2016 127.32 2026 150.09
2017 129.35 2027 152.7
2018 131.44 2028 155.37
2019 133.57 2029 158.12
2020 135.76 2030 160.94
2021 138

When the results in Tables 4 are analyzed, it can be said that
the EMFO model forecasted a steady increase in the energy
consumption of Turkey. According to the EMFO model and
used scenario, energy consumption is expected to reach 160.94
TWh by 2030.

V. CONCLUSION

This study proposes a linear model based on MFO algorithm
for estimating Turkey's energy demand. In this model, while
Turkey's GDP, population, import and export data are used as
input parameters, energy demand is resulting output. Developed
EMFO model was compared with the EIWO and EGSA models
from the literature. When the obtained results are analyzed, it is
seen that EMFO model is more successful than the compared
models.

In future studies, different models other than linear model
can be developed using the MFO algorithm for energy
estimation or new forecasting models can be develop for
different data set.
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Abstract— In recent years, the development of electronic devices
with a more compact design and more complex functions has led to
electronic circuit boards becoming smaller and more intensive with
circuits and components. Because bare printed circuit boards are an
important part of the electronic device, they must be properly
inspected before being placed on the market. Various methods are
applied to detect defects in the printed circuit board (PCB). Of these,
optical images are compared with reference images and errors are
detected. In this study, a software has been developed to detect
defects of elevator print circuit boards in transmission paths. Three
types of image processing libraries are used on the Python platform.
These are Scikit-lmage, Pillow and OpenCV libraries. Three
different types of defects (mouse bite, open circuit and pin hole) were
detected by using XOR operator, structural similarity index and
template matching.

Keywords - Image Processing, Fault Detection, Printed Circuit
Boards

. INTRODUCTION

A printed circuit board (PCB) mechanically supports and
electrically connects electronic components using conductive
tracks, pads and other features etched from copper sheets
laminated onto a non-conductive substrate. PCBs can be single
sided (one copper layer), double sided (two copper layers) or
multi-layer (outer and inner layers) [1]. Inspection of Printed
Circuit Board(PCB) is one of the important process since in the
manufacturing processes there are uncertainties like tolerances,
accurate position and sometimes orientation errors. The
inspection system can inspect the printed circuit boards on
many levels. Bare printed circuit board is a PCB without any
electronic components placed on it. In order to reduce the cost
which is spent on manufacturing caused by the defected bare
PCB, the bare PCB must be inspected [2]. Some problems can
be encountered when this examination is done manually with
the human factor. As the manual visual inspection is slow,
costly and the probability of scrap formation is high, instead of
manual visual inspection, machine vision methods are preferred
for the examination of especially complex PCBs. Machine
vision (MV) is the technology and methods used to provide
imaging-based automatic inspection and analysis for such
applications as automatic inspection, process control, and robot
guidance in industry. Machine vision is concerned with the
theory behind artificial systems that extract information from
images and sequence of images. The image data can take many
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forms, such as video sequences, views from multiple cameras,
or multi-dimensional data from a medical scanner [3].

A. PCB Inspection Processes

The PCB inspection process is based on two principles: fault
detection and fault classification. Fault detection also consists
of contact and non-contact methods. Contact methods are based
on electrical tests. Non-contact methods are classified as X-ray
imaging, ultrasonic imaging, thermal imaging and optical
inspection (machine vision or image processing). Today, most
of the non-contact inspection methods are based on optical
inspection systems.

B. Bare PCB Defects

There are some common defects on the PCB during production.
These defects are divided into two categories as potential and
fatal defects. Short-circuit and open-circuit faults are in the
category of fatal errors. Under rupture, erosion, missing hole
and wrong size hole are indicated in the category of potential
defects [4]. Fatal error; Defects that the PCB does not meet the
purpose for which it was produced. Potential error; They are
errors that reduce PCB performance but do not affect its
functionality [5]. PCB errors are classified as shown in Table |

and Figure 1 [10].
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TABLE |
NAMES OF ERROR TYPES
Error Error
No: Errors No: Errors
1 Leakage 8 Shortcut
2 Pin Hole 9 Wrong Size Hole
N 10 Over Close
3 Open Circuit Conductor
Lower Wear 11
4 (Extreme Wear) Fake Copper
5 Mouse Defect 12 Extreme Short
(Bite) (Shortcut)
6 Missing Conductor 13 Sliding (Missing)
Holes
7 Overhang 14 Upper Wear (Partial
(Mountain Arm) Wear)

Il. METHODS ve TECHNIQUES

It consists of different approaches mentioned in control
methods in printed circuit boards. In this study, error detection
operations were performed in elevator circuit boards with
reference-based approach which is one of the automatic visual
control methods [6].

Some approaches are non-contact for error detection and
classification; uses a reference-based, image processing
approach. In these approaches, the template of a non-defective
PCB image and a faulty test PCB image are segmented and
compared using image extraction and other procedures.
Inconsistencies between images are regarded as defects and
classified by similarities and areas of occurrence.

Moganti et al. (1996) proposed three categories of PCB
review algorithms: reference approaches, non-reference
approaches and mixed approaches.

1. Reference approaches consist of image comparison
and model-based technique.

2. Non-reference approaches or design rule validation
methods are mainly based on validation of general
design rules, which are the verification of the width of
conductors and insulators.

3. Hybrid approaches include a combination of both
reference and non-reference approaches [6].

A. Algorithms Used to Detect Pcb Errors

In general, many algorithms have been developed in
methods of detecting PCB error types. In the literature,
generally, a reference-based approach has been adopted and
many algorithms related to this approach have been developed.
Basically, the algorithm in Figure 2 was used. First, the
selection of the PCB image to be tested is made. The image is
then buffered to adjust the correct pixels, followed by selection
of the template image compared to the defective image. The
XOR process is applied with the image used to compare the
template image with the PCB image. After that, it is checked
whether the resulting image is error-free. Thus, practical

analysis of the image followed by thresholding is performed [7].
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« Selecting the Reference Image

« Image Buffering

« Selecting the Image to Check

« Performing Image Matching

» Matching Result Image

« Thresholding

« Part-Region Analysis

N oo AW e

Figure 2 Reference Based Approach Algorithm

B. Image Algorithms

1) Image Extraction: Image extraction is a powerful tool for
reference-based analysis. This method is quick to effectively
detect the defects by subtracting pixel values from the
corresponding positions of images with each other. The
positive image is the result of removing the test image from the
template image and the negative image is the result of removing
the template image from the test image. Thus, this technique is
used for defect detection. By applying this method, the two
resulting negative and positive images are obtained as in Figure
31[8].

2) Image Difference Operation: The image difference
operation is performed to obtain a difference image consisting
of the reference image and the test image. The process was
compared using the XOR logical operator, as shown in Figure
4, with corresponding images of each pixel value. This process
is similar to image extraction. The main difference between
these two operations is that the positive and negative pixel
images are combined in an output image of the image
difference operation and the value is not negative since it is
used as a logical operator [9].

3) Image separation process: The image separation process is
used to compare the same and differences in properties between
the two images, and then divides the objects into two image
output groups. The first set of image output comprises objects
having different pixel values and the second set of image output
consists of objects having identical pixel values.

4) Not Operator: The process is normally used to complete the
foreground and background pixel values of an image from 0 to
1. This operator completes the individual bit value of any
variable and sets the corresponding bit accordingly. As a result,
the object in an image is converted from black to white or vice
versa as in Figure 5 [9].

C. Proposed PCB Printing Control

In this work, Anaconda platform was installed on the
computer and Python language was used by using Spider
interface. Three types of image processing libraries are used on
the Python platform. These are Scikit-image, PILLOW and
OPENCYV libraries. The paths to be followed for the exemplary
studies performed in elevator PCB control are presented as
follows.

a) Loading elevator PCB print image to be checked

b) Error free PCB print image loading
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¢) RGB-GRI level conversion
d) Detection of defective areas
i XOR operation
ii. Structural similarity index
iii.  Template matching
error types in the elevator circuit boards were determined by
applying.
1) XOR Operation

In this application, the reference image and the test image
will be written on a new file system by taking the classical
EXOR operation and finding the difference between the two
cards (Figure 3-6).

Figure 3 Error-free Elevator
Circuit Board

Figure 4 Faulty Elevator Circuit
Board

Figure 5 Gray Level Elevator

- Figure 6 XOR Application Result
Circuit Board

of Elevator Circuit Board

2) Structural Similarity Index

In this application, using the "diff" function in the classic
Scikit-image library of the reference image and the test image,
the difference between the two cards was found and errors were
red-boxed (Figure 7-8).
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Figure 7 Error-free Elevator
Circuit Board

Figure 8 Faulty Elevator Circuit
Board (With Red Box)

3) Template Matching

In this application, the reference image and the test image
will be processed on a new file system by taking the classical
EXOR operation and finding the difference between the two
cards (Figure 9-11).

Figure 10 Faulty Elevator Circuit
Board

@ (b) ©

Figure 11 Faults types (a)Open
Circuit (b) Pin hole (c) Mouse
Bite

Figure 9 Error-free Elevator
Circuit Board

I11. CONCLUSIONS AND RECOMMENDATIONS

In recent years, the demand for elevator circuit boards with
more compact design and more sophisticated functions has
made electronic circuit boards smaller and more intense with
circuits and components. Since electronic circuit boards are an
important part of the device in elevator systems, they must be
properly inspected before being placed on the market. Various
methods are applied to detect imperfections in the printed
circuit board (PCB). Of these, optical images are compared
with reference images and errors are detected.
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In this study, the default detection rates for 20 elevator
circuit boards in three types of error types are shown in Table
.

TABLE Il
ERROR DETECTION METHODS ACCORDING TO ERROR TYPES

Error Types
Mouse Bite | Pin Hole | Open Circuit
04
Q %90 %60 %100
2
3| w2
2|25
i © = %80 %70 %100
s | 2 €
"g R
3
o
= L D
B | B <
=235 %70 %50 %90
s8]
[

As a result, the printed circuit boards are detected against to
printing faults. It can be recommended according to the results
taken from this study as follows:

a) It should be ensured that the image obtained from the
cards is compared with different image processing methods to
obtain an optimum result,

b) Color images other than gray scale should be studied,

c) Real card defects should be obtained by eliminating false
defects with machine learning methods,

¢) Hybrid algorithms should be tried,

d) These methods should be compared among themselves
and new evaluations and results should be obtained.
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Abstract — Recently, BlockChain network protocol is proposed for
safer and more transparent communication among the peers of
the networks. Bitcoin is one of the popular application of
BlockChain that provide anonymity, traceability, and
crowdsourcing based security to the network peers. The
increasing attention in Bitcoin led wind range of usage over
financial and investment domains, and the usage frequency end
up a big dataset of Bitcoin transactions. In this study, we
analyzed Bitcoin blocks data to answer what is the daily, weekly
or monthly trends of Bitcoin transactions of dataset. The answers
to these questions would provide better understanding of Bitcoin
transactions and their USD value, and would become a more
reliable investment option. The experimental results show that
Bitcoin transactions have different characteristics on hourly,
daily, and monthly scales.

Keywords — BlockChain, Bitcoin analysis, hourly daily and
monthly analyses, Bitcoin big data, data mining.

l. INTRODUCTION

LOCKCHAIN is a network protocol that provides safe

transaction of money, assets, and information without
requiring a third party contact [1]. Bitcoin is a popular
cryptocurrency application of blockchain application that is
proposed by Satoshi Nakamoto [2] [3]. The anonymity,
crowdsourcing based system security, and traceability of
Bitcoin provides advantages over traditional banking systems.

The increasing popularity of Bitcoin over the world leads to
the massive volume and velocity for Bitcoin based
transactions. Daily transaction volume of Bitcoin is around
350.000 [4]. Each transaction contains several senders and
receivers, and this results the Bitcoin dataset to be bigger.
Bitcoin data analysis provides many insights about
transactions, sender-receiver relationships, and financial and
investment analyses.

However, analyzing Bitcoin dataset is challenging due to
several reasons. First, the dataset is a huge dataset that
contains millions of sender-receiver information daily.
Second, the addresses in Bitcoin data is anonymous and a user
could have more than one Bitcoin addresses and these
addresses are not related to each other. Third, Bitcoin network
could contain malicious activities.

In the literature, several studies are performed to analyze
Bitcoin dataset for different purposes. Some of the studies
focus on discovering Bitcoin price trend and predict peaks in
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Bitcoin price. Some of the studies focus on detecting
malicious activities and accounts in Bitcoin network.

In this study, we analyzed one year of Bitcoin dataset based
on hourly, daily, and monthly aspects. The main goal of this
study is to answer what is the daily, weekly or monthly trends
of Bitcoin transactions of dataset. Three analyses are
performed for the daily, weekly and monthly analysis of
Bitcoin dataset, i.e., total transaction count, total Bitcoin
count, and total USD value. The results showed that hourly,
daily and monthly analyses are beneficial for better
understanding of Bitcoin networks and flows of Bitcoins
among the network.

The rest of this study is organized as follows. Section 2
presents the literature review. Section 3 presents hourly, daily,
and monthly analyses method of Bitcoin dataset. Section 4
presents the experimental results. Section 5 presents
conclusions and future studies.

Il. LITERATURE REVIEW

The increasing popularity of Bitcoin achieved a wide range
of usage over financial and investment domains. This situation
results a big dataset of Bitcoin transactions. This big dataset is
analyzed on several aspects in the literature to help better
understand  Bitcoin price fluctuations, financial risk
management in Bitcoin, etc.

In the literature, Board et al. [5] analyzed Bitcoin dataset
and discovered that less than half of total Bitcoin is
circulating. Reid and Harrigan [6] analyzed anonymity of
Bitcoin for fraud detection and context and flow discovery
using two network topologies. Haubo [7] investigated
financial capacity of Bitcoin and stated that risk management
of Bitcoin market could be reduced using GARCH models.
Urquhart [8] proposed a clustering approach for Bitcoin price
calculation. Georgoula et al. [9] proposed a Bitcoin price
prediction method that is based on time series analysis and
sentiment analysis techniques. Ciaian et al. [10] analyzed 6
years of Bitcoin dataset using time series analysis techniques
to investigate the effect of macro financial events on Bitcoin
prices. Zhu et al. [11] proposed a VEC model based approach
to analyze influence of financial factors on Bitcoin prices,
such as USD price, Dow Jones stock value, gold price, and
concluded that highest effect on Bitcoin price is observed on
USD price.
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In this study, we analyzed one year of Bitcoin dataset,
September 2018 — August 2019, to extract hourly, daily, and
monthly Bitcoin transaction volume, Bitcoin value, and
Bitcoin USD values. Based on the analyses, we found several
patterns that could benefit financial experts. Also, the results
of this study could be used as a decision support system.

I11. METHOD

In this section, the analysis steps of this study is explained,
the details of hourly, daily, and monthly analyses are
presented, and information about linear trend analysis are
provided.

A. Analysis Steps

In this section, the steps of hourly, daily, and monthly
analyses are presented. First, the dataset preparation is
presented, then the analyses are performed. The analysis steps
of this study is presented in Figure 1.

Read Bitcoin
Data

Dimension
Reduction

Analysis
Preference
Hourly Analysis Daily Analysis Monthly Analysis
Linear Trend
Analysis

ESVE

Figure 1. Analysis steps of this study

For the analysis, first, the Bitcoin blocks dataset is read
(Figure 1). As the dataset has too many columns and because
we do not need these information, we eliminated some of the
features. Second, hourly, daily, and monthly analyses are
performed. After that, linear trend analysis is performed and
hourly, daily, and monthly trends of Bitcoin transaction
volume, Bitcoin volume, and Bitcoin USD price volume are
extracted. Finally, the results are evaluated.
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B. Hourly, Daily, and Monthly Analyses

In this section, the details of hourly, daily, and monthly
analyses are presented.

1) Hourly Analysis

In hourly analysis, Bitcoin block dataset is divided into 24
parts and each of them contains transactions that are processed
in an hour using timestamp information of the dataset. Total
transaction count, total Bitcoin count and total Bitcoin USD
value are calculated based on the data of each hour.

2) Daily Analysis

In daily analysis, Bitcoin blocks dataset is divided into 7
parts and each of them contains the information of the
transactions that are processed within a day of the week using
day information of the blocks dataset. Total transaction count,
total spent Bitcoin count, and total value of Bitcoin in USD
are calculated for each day.

3) Monthly Analysis

In monthly analysis, Bitcoin blocks dataset is divided into
12 parts and each of them contains the information of the
transactions that are processed within a month using
timestamp information of the blocks dataset. Total transaction
count, total spent Bitcoin count, and total value of Bitcoin in
USD are calculated for each month in a time series manner.

C. Linear Trend Analysis

Trend analysis is a method that is used for discovering
trends in time series datasets. Linear trend analysis is one of
the trend analysis methods that analyzes relationships between
parameters and discovers linear trend of the parameters [12].
In this study, we used linear trend analysis to discover trend
and variation of the transaction count, total spent Bitcoin
count, and total value of Bitcoin in USD.

IV. EXPERIMENTAL EVALUATION

In this section, first, the dataset and the properties of the
dataset is provided, and then hourly, daily, and monthly
experimental results are presented.

A. The Dataset

The dataset used in this study contains Bitcoin blocks
information for one-year period starting from 1 September
2018 to 31 August 2019. There are 53.267 blocks and a total
of 112.120.724 transaction present in the dataset. The dataset
has 36 parameters in the blocks and they provide information
about blocks, hash values, transactions, and spent Bitcoin
count for each transaction.

1) Parameter Selection

The Bitcoin dataset has 36 parameters in total. However, we
do not need most of these parameters in the analyses. Thus, we
removed unnecessary parameters from the dataset to provide
more refined dataset and to efficiently use the memory. We
used timestamp, total spent Bitcoin count in the transactions,
USD value of spent Bitcoin for each transaction in the blocks.

B. Experimental Results

We performed hourly, daily and monthly analyses on the
Bitcoin dataset. Also, we extracted the trend of the analyses
results. The experimental results of the analyses are provided
below.
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1) Hourly Analysis Results

Hourly analysis results of total transaction count, total spent
Bitcoin count, and USD value of total spent Bitcoin are
provided in Figures 2-4.

Figure 2 presents total transaction count with respect to
each hour of day for one-year period. The trend of the dataset
is also shown in the figure. As can be seen in Figure 2, total
transaction count increases with respect to the increase of the
hour. In addition to that a sharp decrease is observed at hour
13.

Trend
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Figure 2: Hourly analysis of total transaction count
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Figure 3: Hourly analysis of total spent Bitcoin count

Figure 3 presents total spent Bitcoin count with respect to
each hour of day for one-year period. The trend of the dataset
is also shown in the figure. As can be seen in Figure 3, there is
a decreasing trend in total spent Bitcoin count. However, there
are two major peaks at hours 9 and 16. At these hours, total
spent Bitcoin value increases dramatically.
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Figure 4: Hourly analysis of USD value of total spent Bitcoin

Total Spent USD

Figure 4 presents USD value of total spent Bitcoin count
with respect to each hour of day for one-year period. The trend
of the dataset is also shown in the figure. As can be seen in
Figure 4, the trend of USD value is similar with Figure 3, as
expected. Also, USD value of total spent Bitcoin has two
major peaks, at hours 9 and 16.

2) Daily Analysis Results

Daily analysis results of total transaction count, total spent
Bitcoin count, and USD value of total spent Bitcoin are
provided in Figures 5-7.

Figure 5 presents total transaction count with respect to
each day of the week from Monday to Sunday. As can be seen
in Figure 5, there is a decreasing trend from Monday to
Sunday. Also, weekends have less transactions than weekdays.
The highest number of transactions occur at middle of
weekdays and least number of transactions occur at Sunday.
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Figure 5: Daily analysis of total transaction count
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Figure 6: Daily analysis of total spent Bitcoin count

Figure 6 presents total spent Bitcoin count with respect to
each day of the week. As can be seen in Figure 6, there is a
similar trend with respect to transaction count. The highest
spent Bitcoin day is Wednesday and the lowest spent Bitcoin
day is Sunday.

Figure 7 presents USD value of total spent Bitcoin with
respect to each day of the week. As can be seen in Figure 7,
the trend changes with respect to total spent Bitcoin count. We
can estimate that there is an evolving trend in Bitcoin
spending from weekdays to weekends as the USD value of
Bitcoin increases.
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Figure 7: Daily analysis of USD value of total spent Bitcoin

3) Monthly Analysis Results

Monthly analysis results of total transaction count, total
spent Bitcoin count, and USD value of total spent Bitcoin are
provided in Figures 8-10.

Figure 8 presents total transaction count with respect to
each month of the year from September to August. As can be
seen in Figure 8, there is a decreasing trend of total transaction
count. There are small fluctuations in January and May.
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Figure 8: Monthly analysis of total transaction count
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Figure 9: Monthly analysis of total spent Bitcoin count

Figure 9 presents total spent Bitcoin count with respect to
the months. As can be seen in Figure 9, the trend is nearly
linear. However, there are several peaks in the total spent
Bitcoin count, i.e. March, April, and May. Total spent Bitcoin
count increased dramatically in March and April, and
suddenly falls at May.
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Figure 10: Monthly analysis of USD value of total spent Bitcoin

Figure 10 presents USD value of total spent Bitcoin with
respect to the months. As can be seen in Figure 10, USD value
of total spent Bitcoin has an increasing trend, contrary to
Figures 8 and 9. The increase of total spent Bitcoin at March
and April caused a peak in these months. Other months follow
near linear trend.
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C. Discussion

Hourly analysis shows hot hours in terms of transactions,
Bitcoin and USD value of Bitcoin. In this analysis, 14-18
hours are hot hours in terms of transactions. Also, Bitcoin
count and USD value has hot hours at 16-17. At hours 9 and
10, Bitcoin count and USD value of Bitcoin have increases,
however, similar increase could not be observed in transaction
count. This means that spent Bitcoin for transactions at these
hours is higher than the other hours.

Daily analysis shows the usage pattern of Bitcoin in weekly
manner. Weekdays have higher transactions and spent Bitcoin
than weekends. This means that people tend to spend their
Bitcoins in weekdays instead of weekends. USD value of
spent Bitcoin has different trend than spent Bitcoin. This result
shows that the evolution of Bitcoin spending is different
among days.

Monthly analysis shows the Bitcoin spendings in monthly
manner. In monthly analysis, total transaction count and total
spent Bitcoin count have decreasing trends, however, USD
value of spent Bitcoin has an increasing trend. Also, USD
value has an increasing trend in March-April months.

When all of the results are analyzed together, there are
several hours, days, and months that Bitcoin gained attention
and has increasing trend. Also, some other hours, days, and
months have limited fluctuations. These results could helpful
for financial analysts while buying and selling Bitcoins.

V. CONCLUSION

The increasing popularity of Bitcoin and the increase in the
data volume lead the need of financial analyses and
predictions of Bitcoin datasets. The Bitcoin analyses would
provide insight to investors and benefit their strategic planning
of investment in Bitcoin. In this study, we analyzed Bitcoin
blocks dataset to provide insight in hourly, daily, and monthly
evolution of Bitcoin dataset in three aspects, such as, total
number of transactions, total number of spent Bitcoin, and
USD value of spent Bitcoin. These analyses provide the
characteristics of Bitcoin usage in hourly, daily, and monthly
manner. The analysis results showed that there are peaks and
fluctuations in the Bitcoin usage characteristics in hourly and
daily manner. The analysis results could benefit investors on
when to invest in and when to leave from Bitcoin.

In the future, we are planning to perform analyses for
bigger dataset. Also, anomalous activities are common in
Bitcoin, and anomaly detection could be performed on Bitcoin
transactions dataset.
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Abstract — This paper presents a modified Firefly algorithm
(FA) improved with the opposition-based learning (OBL) method.
OBL has an attractive interest in the field of metaheuristic
optimization. OBL methods provide a rapid convergence to global
optima without tackling local extrema. On the other hand, FA is
an exclusive algorithm, which is inspired from the behaviors of
fireflies. In this study, the Type-1 OBL method is added to FA at
two-phase and the modified version of FA is named as OBL-FA.
Four well-known test problems were used to evaluate the
performance. The effect of OBL methods on the FA algorithm is
investigated and the results show that the proposed method has
been achieved superior values than the original version of FA.

Keywords — OBL, FA, optimization.

. INTRODUCTION

THE firefly algorithm (FA) is one of the most popular swarm
intelligence algorithms [1]. FA animates the behaviors of
the fireflies. Although firefly algorithm method has recently
developed; a significant number of studies have been cited and
it has been successfully applied to many optimization problems.
However, each algorithm has some drawbacks, as NFL theorem
supports [2]. Therefore, it is not always possible for a single
algorithm to produce the best results for all problems. Although
FA can achieve successful results in many test functions and
real-world problems, it is often tackled to local extrema.

To overcome this disadvantage, opposition-based learning
(OBL) has emerged as the methods for improving the existing
performance of the algorithms by enhancing the convergence
speed and avoiding local extrema. The concept of OBL is firstly
introduced by Tizhoosh in 2005 [3]. It tries to calculate the
candidate solutions stated in the opposite directions of the
current solutions. Thus, OBL methods provides a more
effective exploration to optimization algorithms in the search
space. In recent years, various studies about OBL and
metaheuristics have been published [4-6]. There are lot of
studies involving genetic algorithms [3], differential
evolutionary algorithm [7, 8], particle swarm optimization [9,
10], artificial bee colony optimization [11], simulated annealing
[12] and even multi-objective optimization techniques [13, 14].

In this study, FA is improved by aid of opposition-based
learning. Type-I opposition method is adapted to FA. Then, the
performance of the proposed three approach and original FA
are compared with each other. Furthermore, four well-known
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benchmark problems involving large-scale dimensions are used
to evaluate the proposed method. These are Sum Squares,
Rosenbrock, Dixon & Price and Powell functions.

The rest of the paper is organized as follows. The concept of
OBL and mathematical definitions are given in section-II.
Then, original Firefly algorithm are briefly explained in
section-11 and proposed methods OBL-FA are detailed in
section-1V. Next, benchmark functions are explained in section-
V. After that, the experimental results are demonstrated in
section-VI. Finally, the conclusions and future works are briefly
considered in section-VII.

1. OPPOSITION-BASED LEARNING

The term of opposition has been defined in many different
ways for various things up to now. Since using opposition
makes it easier to explain abstract concepts such as cold, hot,
wet, and dry. Almost everything in the real-world can be
defined by its opposition [4]. In terms of metaheuristic
optimization techniques, opposition is used to achieve a better
distribution into search space by generating the candidate
solutions with their oppositions. Therefore, Opposition-Based
Learning (OBL) has been an attractive research field in this
specialized literature. In this context, various definitions have
been made in order to express the concept of opposition
numerically. The opposite number can be defined basically as
below.

Definition 1 (Opposite Number): Let x € [a, b] be a real
number. The opposition number X is defined as in Eq. (1).

X¥=a+b—x Q)
@ O @
a X (a+b)/2 X b

Figure 1: The illustration of opposite number with 1-D.

Type-1 OBL method is defined by adapting the above
definition for N-dimensional functions and its mathematical
definition is given in Definition 2 below.

Definition 2 (Type-1 Opposite): Let x(x;, ... xp) be a point
in D-dimensional space and x; € [a;, b;],i = 1,2,...,D. The
opposite of x is defined by ¥(X,, ..., Xp) as in Eq. (2).

fi=bi+ai—xi (2)
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where x; € R is the i.th candidate solution of an optimization
problem with n-dimension and x; € [Ib;, ub;].

There are several versions of OBL methods which has been
proposed in literature. Generally, these methods are divided
into two categories. The methods in the first category use a
mapping function for decision variables. These are modified
versions of Type-I. The second category is defined according to
the objective space of a problem and these methods are called
as Type-2 OBL methods. Type-1l opposition requires a priori
knowledge of the objective space [5]. In this study, Type-1 OBL
method is used to improve the FA algorithm.

I1l. FIREFLY OPTIMIZATION ALGORITHM

Firefly Optimization algorithm was first developed by Xin-
She Yang [15]. FA inspires from flashing patterns and behavior
of fireflies. Three rules extracted by the nature of fireflies guide
the running of the algorithm.

i.  Afirefly can attract to other fireflies since all fireflies are
unisex.

ii.  Attractiveness is proportional to a firefly’s brightness. The
fireflies shine more to attract prey and share food with
others. The less bright firefly will move towards the
brighter. If there is no brighter one than a particular firefly,
it will move randomly.

iii. The brightness of a firefly is affected or determined by the
landscape of the objective function.

The brightness can be considered as the value of the objective

function for a maximization problem. The basic steps of FA can
be summarized as in Fig-2.

Firefly Algorithm

Objective function f{x), x =, ..zq)’ .
Generate an initial population of n fireflies z; (i = 1,2, .. n).
Light intensity I; at ; is determined by f{z;).
Define light absorption coefficient .
while (# <MaxGeneration),
for i =1 :n (all n fireflies)
for j =1 :n (all n fireflies) (inner loop)
if {I-,_ < I_'r::l
Move firefly { towards j.
end if
Vary attractiveness with distance r via exp[—7r?).
Evaluate new solutions and update light intensity.
end for j
end for i
Rank the fireflies and find the current global best g, .
end while
Postprocess results and visualization.

Figure 2: Pseudocode of FA

IV. PROPOSED METHOD

Type-1 opposition-based learning method is adapted to FA
algorithm. The proposed approach is named as OBL-FA. Type-
| OBL method is assembled to the original FA algorithm in two
sections. The first section is the phase at which the initial
population is generated. After the initial population (Pop) is
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created, the opposite points of all solutions (OppPop) are
calculated. Then Pop and OppPop are combined and sorted
according to fitness values. Finally, the best N solutions are
selected for the current population with N-members. Secondly,
OBL method is applied at the beginning of each iteration
depending on the jumping rate (JR).

JR is a random value in the range of [0,1]. In this study, it is
taken as 0.1 for all test functions. It is checked whether a
random value generated at each iteration is lower than JR. If it
is so, the OBL method is applied. Otherwise, the algorithm
continues to run routinely.

The flow chart of the proposed method is shown in Fig-3.

Generate initial population with N-sized as random (Pop)

v

Calculate Opposite Population (OppPop)

v

Select the best N solutions from Pop and OppPop

v

Iteration=1

rand(0, 1) < NO

JR

Calculate Opposite Population (OppPop)

v

Select the best N solutions from Pop and OppPop

v

Keep going routine running of FA algorithm

True
Check the

stopping
criter

Iteration=Iteration+1

Figure 3: Flowchart of the proposed method OBL-FA

V. BENCHMARK FUNCTIONS

In order to compare the performance of the proposed
approach, four test functions are used in this study. These
benchmark functions are well-known and frequently used
problems in the specialized literature, which are named as
Sumsquares, Rosenbrock, Dixonprice and Powell. All of them
are minimization functions. The functions are briefly outlined
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below. Also, the range of decision variables and global
extremum values of the functions can be seen in Table-1.

Table 1: The details of the functions

Function Dimension LLC;\r/nv?tr li?rﬁ?tr Oi:?rgslm
Sumsquares 30 -10 10 0.0
Rosenbrock 30 -30 30 0.0
Dixonprice 30 -10 10 0.0

Powell 24 -4 5 0.0

Sumsquares function is one of the most popular test
functions. It is quite simple and has not local minimum points.
It is continuous, convex and unimodal. The formulation is given
in Eq. (7).

d
flx) = Z ix? (7)

i=1

Rosenbrock function is a test problem for gradient-based
optimization. The function is unimodal, and the global
minimum is a narrow parabolic valley. However, this valley is
easy to find, but convergence to the minimum is difficult. The
formulation is given in Eq. (8).

a-1

)= Y 100G, — %)% + -V (@)

i=1

Dixon and Price function is a continuous, differentiable, non-
separable, scalable and multimodal minimization function. The
formulation is given in Eq. (9).

d

fG) = G = 1?12 = xi)? ©

i=2

Powell function is another popular test problem, which is
usually evaluated on the hypercube. The formulation is given in
Eg. (10).

d/4
fx) = Z[(x4i—3 + 10x4;-2)% + 5(x45-1 — X4y)?
i=1 (10)
+ (Kaimz — Xaioq)?
+10(x4i-3 — x41)*]

VI. EXPERIMENTAL RESULTS

Original FA and the proposed approach which is an enhanced
version of FA algorithm by TypelOBL were applied to each
benchmark function for 30 times. The statistical results are
given in Table 2. In this table, mean values with standard
deviations and median values with interquartile ranges (IQR)
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were listed to prove that OBL-FA has a more consistent running
character than standard FA.

Both methods were executed under the same control
parameter values. The values of alpha, beta-min and gamma
parameters were assigned to 0.5, 0.2 and 1, respectively. The
number of fireflies (agents) is 20. Maximum number of
generations is 500. On the other hand, both methods were run
for 10000 function evaluations. In OBL-FA algorithm, jumping
rate (JR) value was taken as 0.1.

When the results shown in Table-1 are examined, it is
understood that the proposed approach achieves more
successful results than the original FA algorithm in all test
functions. It is clear that the OBL technique enables the
algorithm to run more consistently. As can be seen from the first
section of the table which belongs to FA, the high standard
deviation and IQR values indicate that FA is often tackled to
local extremums. However, the proposed OBL-FA algorithm
overcame this disadvantage by covering a larger distribution
over the search space.

In addition, boxplot graphics are given to show the positive
effect of OBL on FA. The boxplots of Sum Square, Powell,
Rosenbrock and Dixon-Price functions are shown in Fig-1, Fig-
2, Fig-3 and Fig-4, respectively. These figures clearly show that
FA has a number of excessive points while OBL-FA has nearly
no whiskers at all functions.

Table 2: Comparative Results of Original FA and OBL-FA

FA OBL-FA
Test
Function Mean Median Mean Median
Std IQR Std IQR
SUMSQUAres 1.3307 0.8442 0.0053 0.0025
d 1.6257 1.3156 0.0137 0.0017
Rosenbrock 218.5780 29.2110 28.7789 28.7745
OSeNnbrock | yo45319 | 117.4829 0.1629 0.2438
Dixonprice 6.8143 3.6882 0.7366 0.7195
P 6.6145 8.2463 0.0395 0.0509
Powell 4.8662 41115 0.9805 0.7559
35148 5.6730 0.6815 1.1174
Sumsguares
8 F
6
+
4
.
i
0 =+
FA OBL-FA

Figure 1: Boxplot graphic for Sum Square function
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powell preliminary study for a comprehensive study. Various OBL
— methods can be applied to several metaheuristic algorithms by
| performing a more sensitive JR evaluation on a larger
10 I benchmark.
. REFERENCES

[1] X. S. Yang, "Firefly Algorithms for Multimodal Optimization," (in
English), Stochastic Algorithms: Foundations and Applications.
é SAGA 2009. Lecture Notes in Computer Science, vol. 5792, pp. 169-

0 178, 2009, doi: 10.1007/978-3-642-04944-6_14.
FA OBL-FA [2] D. H. Wolpert and W. G. Macready, "No free lunch theorems for
optimization," leee T Evolut Comput, vol. 1, no. 1, pp. 67-82, 1997,

Figure 2: Boxplot graphic for Powell function doi: 10.1109/4235.585893.

[3] H. R. Tizhoosh, "Opposition-Based Learning: A New Scheme for
Machine Intelligence,” in International Conference on

Computational Intelligence for Modelling, Control and Automation

and International Conference on Intelligent Agents, Web

T Technologies and Internet Commerce (CIMCA-IAWTIC'06), 28-30
Nov. 2005 2005, wvol. 1, pp. 695-701, doi:
10.1109/CIMCA.2005.1631345.

[4] S. Mahdavi, S. Rahnamayan, and K. Deb, "Opposition based
+ learning: A literature review," Swarm and Evolutionary

Computation, vol. 39, pp. 1-23, 2018/04/01/ 2018, doi:
https://doi.org/10.1016/j.swev0.2017.09.010.

[5] N. Rojas-Morales, M.-C. Riff Rojas, and E. Montero Ureta, "A
$ survey and classification of Opposition-Based Metaheuristics,"
= Computers & Industrial Engineering, vol. 110, pp. 424-435,
FA

rosenbrock

2000

1500

1000

500

2017/08/01/ 2017, doi: https://doi.org/10.1016/j.cie.2017.06.028.
[6] Q. Xu, L. Wang, N. Wang, X. Hei, and L. Zhao, "A review of
OBL-FA opposition-based learning from 2005 to 2012," Eng Appl Artif Intel,
Figure 3: Boxplot graphic for Rosenbrock function vol. 29, pp. 112,  2014/03/01/ 2014,  doi:
https://doi.org/10.1016/j.engappai.2013.12.004.
[7] S. Rahnamayan and G. G. Wang, "Solving large scale optimization
problems by opposition-based differential evolution (ODE),"
dixonprice WSEAS Transactions on Computers, vol. 7, no. 10, pp. 1792-1804,
F 2008.
[8] M. A. Ahandani, "Opposition-based learning in the shuffled
—_ bidirectional differential evolution algorithm,” Swarm and
|
|

Evolutionary Computation, vol. 26, pp. 64-85, 2016/02/01/ 2016,
doi: https://doi.org/10.1016/j.swev0.2015.08.002.
[9] H. Jabeen, Z. Jalil, and A. R. Baig, "Opposition based initialization
in particle swarm optimization (O-PSO)," in Proceedings of the 11th
Annual Conference Companion on Genetic and Evolutionary
Computation Conference: Late Breaking Papers, 2009: ACM, pp.
2047-2052.
0 [10] W.-f. Gao, S.-y. Liu, and L.-I. Huang, "Particle swarm optimization
Fi, ORL-FA with chaotic opposition-based population initialization and
stochastic search technique," Communications in Nonlinear Science
Figure 4: Boxplot graphic for Dixon & Price function and Numerical Simulation, vol. 17, no. 11, pp. 4316-4327,
2012/11/01/ 2012, doi: https://doi.org/10.1016/j.cnsns.2012.03.015.
[11] X.Yang and Z. Huang, "Opposition-based artificial bee colony with
dynamic cauchy mutation for function optimization,” International
VII. CONCLUSION AND FUTURE WORKS Journal of Advancements in Computing Technology, vol. 4, no. 4,
: . : pp. 56-62, 2012.
A In this StUdy’ the Performance of Flre.ﬂy algorlthm Was [12] M. Ventresca and H. R. Tizhoosh, "Simulated Annealing with
improved by assembling Type-1 opposition-based learning Opposite Neighbors," in 2007 IEEE Symposium on Foundations of
method. OBL methods have an attractive research interest in the Cgmp(;g"/:\tigréalzlggelliggzncgy 1-5 April 2007 2007, pp. 186-192, doi:
¢ foti P 10.1109/FOCI.2007.372167.
field of metaheurllstlc algorlthms and these methods helps t_o [13] X. Ma et al. "MOEA/D with opposition-based learning for
perform an effective exploration on the search space. For this multiobjective optimization problem,” Neurocomputing, vol. 146,
purpose, Type-1 OBL method is added to FA at two phase and pp. 48-64, 2014/12/25/ 2014, doi:
the modified version of FA is named as OBL-FA. Four well- https://doi.org/10.1016/j.neucom.2014.04.068.

[14] T. Niknam, M. R. Narimani, R. Azizipanah-Abarghooee, and B.
known test problems were used to evaluate the performance. Bahmani-Firouzi, “"Multiobjective Optimal Reactive Power
OBL-FA and original FA were run under the same conditions Dispatch and Voltage Control: A New Opposition-Based Self-
for 30 times. The experimental results showed that the OBL Adaptive Modified Gravitational Search Algorithm," IEEE Systems

. . , . .. Journal, wvol. 7, no. 4, pp. 742-753, 2013, doi:
method mproved the algorithm's stable running characterlgtlcs 10.1109/JSYST 2012.2227217.
very positively. Furthermore, OBL-FA has been obtained [15] X.-S. Yang, Nature-inspired metaheuristic algorithms. Luniver
superior values to original FA for all test functions. press, 2010.

For future studies, this paper provides an encouraging

10

E-ISBN: 978-605-68537-9-1 108


https://doi.org/10.1016/j.swevo.2017.09.010
https://doi.org/10.1016/j.cie.2017.06.028
https://doi.org/10.1016/j.engappai.2013.12.004
https://doi.org/10.1016/j.swevo.2015.08.002
https://doi.org/10.1016/j.cnsns.2012.03.015
https://doi.org/10.1016/j.neucom.2014.04.068

International Conference on Engineering Technologies (ICENTE'19)

Konya, Turkey, October 25-27, 2019

Time Series Analysis with Deep Learning
Approaches for Remaining Useful Life
Prediction

C. N. BAS! and O. DURMAZ INCEL*

! Galatasaray University, Istanbul/Turkey, cerennbas@gmail.com
!Galatasaray University, Istanbul/Turkey, odincel @gsu.edu.tr

Abstract - Industry 4.0, which has recently become very
popular, is a term used for data exchange and automation for
production technologies. The manufacturing industry produces a
large amount of data which can be used to improve processes and
product quality. Analyzing time series data collected from
multiple sensors can provide information for active preventive
maintenance, which is essential for the sustainability of the
factories and automation. Therefore, in this paper, we focus on the
prediction of remaining useful life of a machine and proposed a
prediction model using a deep learning approach. We perform our
experiments on PRONOSTIA dataset, which consist of run-to-
failure bearing sensor data. Features, such as mean, kurtosis,
skewness, standard deviation, root mean square, crest factor,
variance, are extracted from this dataset. Also, health indicator
values are calculated to determine the remaining useful life of the
bearings. We construct the remaining useful life prediction model,
particularly using the LSTM (long-short-term memory) neural
network. Finally, we compare the results of our model with the
results of previous studies on this dataset. Our results are
underperformed from other studies. This dataset is not directly
applicable for LSTM network and preprocessing needs high
effort.

Keywords - Long-short term memory, deep learning, remaining
useful life, active preventive maintenance.

I. INTRODUCTION

THE current revolution of the Internet and machine-to-
machine technologies has led to the emergence of the
Internet of Things(loT). The number of devices, "things"
connected to the Internet increases widely [1]. 10T makes the
objects smart; thus, they can share information and coordinates
decisions.

Industry 4.0 contains various information technology
paradigms such as cyber-physical systems, loT, cloud
computing, and cognitive computing. Nowadays, the
manufacturing industry has a large amount of data which can
be used to improve processes and product quality.

This large amount of data should be analyzed to extract the
meaningful data, and it can be used for anomaly detection,
lifetime estimation, active preventive maintenance or the
amount of the used energy in the factory. These are important
for the sustainability of factories and automation.

A time series is a series of data points which is a sequence
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taken at successive time intervals. Time series analysis is used
to predict future values based on previously observed values.
Time series data analysis can be beneficial for factory
automation.

The methods to be used in the time series analysis may vary
depending on the type of data and the information intended to
be extracted. For example, simple statistical methods or several
machine learning methods, such as density based, clustering
based, and support-vector machine learning techniques are used
to predict anomaly detection, and if it is intended to make
numerical inferences, such as machine lifetime estimation,
regression methods are used [9].

The active preventive maintenance is one of the most critical
parts of smart factories. The purpose of the active preventive
maintenance is to trigger required maintenance as early as
possible and to reach just-in-time maintenance. Thus, it
provides near-zero downtime. To improve productivity, rapid
decision making is important.

In order to improve processes in manufacturing industry, the
produced sensor data can be used. The processing of big data
into significant information is fundamental for sustainable
innovation. Due to the lack of smart analytic tools, big data of
manufacturing industry could be analyzed in a limited way, and
it prevents the provision of Industry 4.0 term. Therefore, we
focus on this topic in order to create a deep learning model for
such active preventive maintenance. We perform our time-
series analysis on Femto-ST Bearing Dataset, which is also
called as PRONOSTIA dataset [11]. Long short-term memory
(LSTM) algorithm is used to create our remaining useful
lifetime (RUL) prediction model. We compared the results of
our model with the results of previous studies on this dataset.

This paper is organized as follows: In Section 2, there is an
overview on the related work. Section 3 describes the dataset
and the steps of the proposed methodology in detail. The results
of our experiments are presented and discussed in Section 4.
Finally, Section 5 concludes the paper with some remarks.

Il. RELATED WORK

The Internet of Things is improving rapidly day by day and
aiming to improve the quality of life by connecting many smart
devices, technologies and applications. The 10T makes the
objects smart, so these objects can see, hear, think and talk and
share information among themselves and coordinate decisions.
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The 10T can have significant home and business applications to
improve quality of our lives [1]. Automation of the everything
around us can be realized through the loT.

The Industry 4.0 era will form a new thinking of production
management and factory transformation by the teaming of
inter-connected systems and intelligent analytics. The
manufacturing industry has large amount of data which can be
used to improve processes and product quality. This may be
possible by analyzing data effectively. According to [7],
advanced predictions tools are needed, in order to process data
systematically and make more "informed" decisions.

Manufacturing big data consists of device data and product
data. This data can be analyzed and used for active preventive
maintenance, optimization of a production line and energy
consumption optimization [14].

Prognostics and Health Management (PHM) is dealing
primarily with component wear and degradation. Remaining
useful life prediction, fault diagnosis and fault detection are
targeted by PHM algorithms in order to provide factory wide
transparency [8]. This can be achieved by analyzing sensory
and system level data. There are many approaches to analyze
the manufacturing data in Industry and to create models for
prognostics, such as the learning-based and signal processing-
based approaches. The learning-based approaches are very
common in industrial applications, because they can learn from
data without a wide expertise about the process knowledge of
the analyzed data. But signal processing-based approaches
require the knowledge of certain parameters of the device [4].
For the signal processing, denoising and filtering processes are
necessary and important. Feature extraction from time,
frequency and time-frequency domains are needed for learning
based approaches. RMS, kurtosis, crest factor and standard
deviation could be given as an example of these feature. In this
study, we also extract these time domain features.

In order to select a suitable technique, problems from similar
nature and previously used technigues to solve these problems
need to be analyzed. The technique to be used may vary
according to the nature of the available data. For example,
neural networks can be used for analyzing manufacturing data
to calculate lifetime under specific processing conditions [14].

Health condition monitoring of machines is a crucial task to
guarantee reliability in industrial processes. The quality of the
dataset is a critical issue for machine learning models. The real
time data collected from machine in the field will help to
achieve optimal flexibility and robustness for handling different
situations [7]. The machine fleet data can be used to build
clusters which represents different machines performances and
working conditions based on similarities of the machines
performing similar tasks or similar service times.

Yoo and Baek [16] present a similar study. They used the
same dataset and deep learning approaches to predict RUL. In
this study novel time-frequency image is proposed in order to
construct health indicator (HI) and predict the RUL. The
Convolutional Neural Network (CNN) is used to automatically
discover useful features from the raw signal to construct the HI
and the Morlet-based Continuous Wavelet Transform (CWT)
was used to extract image features from the raw vibration
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signal. CNN is used as a regression model to estimate the
CWTCNN-HI based on training images. The HI shows the
condition of the machine or component. The RUL is predicted
by calculating the difference between the time at which the
predicted HI reaches the threshold and the current time. A
Gaussian Process Regression (GPR) algorithm has been used to
predict the RUL of the bearings.

I1l. METHODOLOGY

In this section, we briefly describe the dataset we have used,
the data manipulation steps, health indicator calculation and
finally, the LSTM model created for RUL prediction.

A. Dataset

The analyzed dataset contains 17 run-to-failure data of
rolling element bearings acquired from a PRONOSTIA
platform [11]. The overview of the PRONOSTIA platform can
be seen in Figure 1.

This dataset is constructed under 3 different operating
conditions as follows:

=  First operating conditions: 1800 rpm and 4000 N;

= Second operating conditions: 1650 rpm and 4200 N;

=  Third operating conditions: 1500 rpm and 5000 N.

Table 1 shows the distribution of bearings under these 3
operating conditions.

The characterization of the bearing’s degradation is based on
two data types of sensors: vibration and temperature. The
vibration sensors consist of two miniature accelerometers
positioned on the vertical and the horizontal axis. The
acceleration measures are sampled every 10 s for a sample
period of 0.1 s at 25.6 kHz frequency, and the temperature ones
are sampled at 10 Hz. Traditional fault diagnostic methods
based on frequency analysis is not applicable for this dataset.

The bearings were not naturally degraded; therefore, each
bearing’s degradation pattern is different from each other.

This dataset has been analyzed to predict bearing’s remaining
useful life by other studies with many different approaches;
Loutas et al. [10], e-support vectors regression, Singleton et al.
[13], Extended Kalman Filtering, Ren et al. [12] sparse
representation model, Wang et al. [15], proportional hazard
model and Benkedjouh et al. [2] support vector regression.

\[ Pressure regulator ! Cylinder Pressure ||| Force sensor || Bearing tested | | Accelerometers

=
NI DAQ card

B
o D
\ Lo .
‘% Lo £
Coupling

Figure 1: The overview of the PRONOSTIA platform.
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Table 1: Bearing Datasets with Operational Conditions.

Datasets Conditionl Condition2  Condition3
Training Bearingl_1 Bearing2_1  Bearing3_1
Datasets Bearingl 2 Bearing2 2 Bearing3 2
Test Bearingl_3 Bearing2_3  Bearing3_3
Datasets Bearingl_4 Bearing2_4

Bearingl 5 Bearing2_5

Bearingl_6 Bearing2_6

Bearingl 7 Bearing2 7

B. Data Preprocessing

Firstly, we preprocessed the raw data by removing
unnecessary fields for analysis. There are many CSV files
separately for each sampling of bearing accelerometer sensors.
We combined these CSV files, so there is one file for each
bearing. We did not use the temperature data since it is not
available for all bearings. This dataset has high-frequency
noise; therefore, we applied Discrete Wavelet Transform on the
horizontal and vertical accelerometer data. Figure 2 shows the
smoothed accelerometer signals.

We extract many features such as mean, standard deviation,
crest factor, variance, skewness, root mean square and kurtosis.
While extracting these features 1-minute samples are used. We
also calculated the actual RULs. Then duplicate lines are
removed and all learning datasets are merged into one data
frame. According to Figure 3 we can say mean of accl and acc2
shows rising trend after degradation started. We had to select
features for all bearings to create a better model because the
dataset has very variant degradation patterns for each bearing.

Removing High Frequency Noise with DWT

Signal Amplitude

original horizontal acceloremeter signal
~40 { — DWT smoathing

0 200000 400000 600000 800000 1000000 1200000
Sample No

original vertical accelerometer signal
15 { — DWT smoathing

Signal Amplitude

0 200000 400000 600000 800000 1000000 1200000
Sample No

Figure 2: Accelerometer signals and their DWT smoothed
versions.

C. Health Indicator Calculation

After feature extraction, we calculated health indicator for
the bearings. Firstly, we used first 15 minutes as 1 and last 15
minutes as O for the health indicator values. 1 indicates healthy
state and O indicates degraded state. Then we calculated
remaining health indicator values according to correlation of
features with health indicator. Table 2 presents correlation
coefficient between the features and HI. None of the sensors
have a remarkable high correlation with the HI. We decided to
use features which has correlation coefficients greater than 0.2
to calculate other HI values. Here, we used simple ordinary least
square (ols) model from stats models which is a python library.
Then, we calculated health indicators for learning and test data
frames. The Figure 4 shows the change of health indicator
values of bearing through lifetime and it represents a
degradation pattern.

Table 2: Correlation Coefficient of HI.

s | \
.

ot || — % . AN S~

Figure 3: Mean of horizontal and vertical accelerometer.
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Accl Mean -0|._l|)l77

Acc2 Mean -0.279

Accl STD -0.287

Acc2 STD -0.221

Accl Var -0.194

Acc2 Var -0.125

Accl Kurtosis -0.099

Acc2 Kurtosis -0.204

Accl RMS -0.287

Acc2 RMS -0.220

Accl Skew 0.138

Acc2 Skew 0.054

Accl Crest Factor -0.303

Acc2 Crest Factor -0.318

HI 1.00
Health Indicatorb11
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Figure 4: Bearingl_1 Health Indicator.
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D. LSTM

Long short-term memory is an artificial recurrent neural
network which solves the vanishing gradients problems. In a
basic implementation of LSTM, the hidden layer is replaced by
a complex block. This complex block is composed of gates that
trap the error in the block [3]. Figure 5 shows that the layers of
the recurrent neural networks and the complex structure of the
LSTM block.

output ~ s
—;: ‘Output Gate
s ’_ﬁ\chelGale :i
... hidden ... @»/ «:\
. @ Block
input /T AN

Figure 5: The structure of RNN and LSTM block.

E. Prediction Model

As a last step, we construct the deep network. The first layer
an LSTM layer with 100 units and another LSTM layer with 50
units follows this layer. After each LSTM layer, we applied
dropout to control overfitting. And then we add a dense output
layer with single unit and linear activation since this is a
regression problem. Figure 6 presents the overall structure of
our prediction model.

IV. RESULTS

This section presents the results of this study. Mean absolute
error is used as a performance metric of the model. For the
created LSTM network, we defined batch size as 50 and epoch
size as 200. Our experiments are performed on a merged
dataset. This dataset contains information for each bearing. In
the first epoch, mean absolute error is calculated as 147.89 in
training dataset. And through the fitting process of model it
reduced to 67.0041. Fitting process lasted at 121 epochs.

We also use a scoring function as a metric to compare our
results with the previous studies. Percent errors and scoring
function is used to compare performances.

RMS
Mean
: > Standard
Merging ( Deviation
files and Variance
F > removing > —»| Crest Factor -
y % Skewness
fields Kurtosis

DWT filtering Feature Extraction

Input

Preprocessing

Figure 6: Overall Prediction Model
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Health Indicator

Percent error function is defined in Equation 1:

ActRUL- PredictedRUL

Er =100x Q)
ActRUL
And score is calculated, using Equation 2 and Equation 3:
n(0.5) Eri
o |eCIOSED i Eri< 0
Ai = Bri (2)
e MODGD if Eri> 0
Score = izil:llAi 3)

In the Table 3, it can be seen the comparison of our prediction
model results with previous studies. When we compared our
results even we have score as 0.27, mean and standard variation
values of errors are higher than the other studies. Normally, we
do not need to calculate features for deep learning algorithms.
PRONOSTIA dataset only consists of accelerometer data and
each bearing has different degradation pattern. Therefore, we
extracted features and calculated health indicator values. The
results of our model need improvement. These results are not
just related with our model. Each bearing has different
degradation pattern and we do not know the reason of
degradation. The lifetime of bearings varies between 30
minutes to 7 hours. We can say that dataset is imbalanced and
the inputs are not sufficient for output. An LSTM network did
not perform well on this merged dataset.

V. CONCLUSION

In order to realize the term Industry 4.0 which is related with
factory automation and sustainability, lack of smart analytics
tool should be removed. The big data collected from various
sensors can be used for anomaly detection, life time estimation
and active preventive maintenance. In this study, Femto-ST
Bearing Dataset is used for time series analysis and we
constructed a prediction model for remaining useful lifetime of
degraded bearings. While we are constructing our model, we
used LSTM network. Time domain feature extraction is also
applied on dataset and health indicator values are calculated
before construct the model.

LSTM
Layer

Dropout
Layer

LSTM
Layer

) e el

Dropout  Dense
Layer Layer

@

Predicted
RUL

100 Units 0.2
Dropout

50 Units 0.2 Activation
Dropout Function Relu

LSTM Network Output

Calculation
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Table 3: Comparion of prediction model with other studies.

Testing Dataset Total Time(s) Actual Predicted Guo et al. [5] Hong et al. Yoe and Proposed
RUL(s) RUL(s) [6] Baek [16] Method
Bearingl_3 18010 5730 5805 43.28 -1.04 1.05 -1.85
Bearingl_4 11380 339 5817 67.55 -20.94 20.35 -1839
Bearingl_5 23010 1610 1286 -22.98 -278.26 11.18 17.52
Bearingl_6 23010 1460 1351 21.23 19.18 34.93 6.17
Bearingl_7 15010 7570 5817 17.83 -7.13 29.19 23.05
Bearing2_3 12010 7530 5817 37.84 10.49 57.24 22.43
Bearing2_4 6110 1390 5817 -19.42 51.8 -1.44 -321.55
Bearing2_5 20010 3090 4567 54.37 28.8 -0.65 -49.25
Bearing2_6 5710 1290 5817 -13.95 -20.93 -42.64 -361.70
Bearing2_7 1710 580 5817 -55.14 44.83 8.62 -977.30
Bearing3_3 3510 820 5817 3.66 -3.66 -1.22 -645.82
Mean 32.48 44.28 18.96 -375.22
SD 37.57 90.29 25.59 559.5423
Score 0.26 0.36 0.57 0.27

Finally, we compared our prediction model results with the
previous studies, and we can say that our prediction model
needs to be improved. To create a better model, we have to
focus on health indicator calculation and LSTM network layers
can be differently applied. Deep learning could be used to
health indicator calculation.
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Abstract - In this study, the structure of VOIP technology, it’s
logic, protocols and the vulnerabilities are reviewed within the
layered architecture. Internet Protocol VolP security issues,
which are analyzed in five layers over the Stack architecture, are
handled separately in each layer. Various vulnerabilities of
VOIP security, from the physical layer to the application layer,
are detailed and the possible security measures against these
vulnerabilities are presented.
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. INTRODUCTION

As a result of the rapid development of technology and the
increasing number of devices connected to the Internet,
the convenience in our lives has increased. Especially
communication technologies are directed to the internet. The
data transmitted instantly on the internet is usually multimedia
data [1]. As a result, the internet structure reduces access to
information to instantaneous levels. Therefore, information
security vulnerability arises. This situation in particular directs
the instant communication data to certain algorithms and
methods. These algorithms are mostly used with multimedia
data in the network structure. Text, sound, images and videos
form multimedia data. A wide variety of security
vulnerabilities and threats associated with these vulnerabilities
affect instantaneous data transmitted on the internet and make
it unusable.

With the development of IP technology, security systems,
camera systems, communication systems and many other
systems started to use this technology infrastructure. IP-based
voice communication with VolP technology has been
increasing in recent years. The most important reason for this
is the remarkable cost effectiveness and high performance of
VolIP technology [2].

However, these VolIP technology protocols and
architectures that operate in real time have brought additional
measures for performance and security in addition to
conventional network applications [3]. Examples include the
creation of VLANS in the network, prioritizing some media
packets with QoS [4], or the use of dynamic measures such as
Session Border Controller (SBC) as well as conventional
measures such as a firewall [5]. In this study, VolIP structure
and protocols are examined. In addition, security
vulnerabilities within the system are revealed and threats are
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exposed through these vulnerabilities.

In the second part of the article, VolP working architecture,
in the third part streaming protocols, in the fourth and last part
the security vulnerabilities in VoIP systems and threats that
may occur through these vulnerabilities are explained.

Il. VOIP NETWORK STRUCTURE

VoIP (Voice over Internet Protocol) is a technology that
enables real-time voice transmission by utilizing the existing
internet infrastructure. Compared to traditional PSTN (Public
Switched Telephone Network) based systems, VolP
technology is preferred thanks to its efficiency in integration
with other systems, using the existing data line for voice
transmission and much lower communication cost [6].

In VolIP technology, transactions such as registration to a
SIP server, management of calls and determination of call
session characteristics are performed by signaling protocols,
while voice and video transmission are performed by data
transfer protocols [7]. SIP is the most commonly preferred
signaling protocol and RTP is the media transfer protocol.
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Figure 1:VVOIP Operating Logic

VolP logic is provided by a specific architecture. The VolP
user is first must be registered to a VolP system for making
calls [8]. Then, when the user attempt to call another
subscriber, firstly the callee is searched in the same system; if
it is in the same system, it is redirected to the relevant user; if
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not, it is redirected to a system closer to the callee is
registered. All of these processes occur through signaling
protocols. Today, the most widely used signaling protocol is
the Session Initiative Protocol (SIP). After the session is
started, the media stream is provided by the Real Time
Protocol (RTP). The session is terminated by SIP as in the
beginning. Figure 1 clearly shows this structure.

I1l. VOIP TECHNOLOGIES

Continuous data transfer over the Internet is an important
concept today [9]. The main purpose of VolP technology is to
provide fast audio and video transmission. Real-Time
Transport Protocol (RTP) is an Internet protocol used to
manage real-time transmission over unicast and multicast
services. In other words, it is a protocol developed for real-
time data transfer in IP networks. Although it is mostly used in
Internet phone applications, it is also used in radio, television,
video conferencing etc. applications. Real-time media
communication consists of applications that place a large
amount of strain on the network. Delays in real-time
transmissions should be minimized as much as possible. RTP
is designed for real-time end-to-end multimedia application
transfers. In this way, it has an important position in VoIP
structure. As shown in the Fig.2. SIP and RTP participates on
the transport layer.

Application

Presentation

Network

Data Link

Physical

Figure 2: SIP ve RTP Protocol in OSI Referance Model

The SIP protocol provides signaling between devices. In
addition, it is a widely used protocol that enables call
management and session characteristics to be determined in
VoIP technology. The Backus-Naur Form (BNF) syntax
structure is used to encode data that the SIP protocol receives
from the transport layer [10]. The transport layer is
responsible for managing persistent connections over the
network for transport protocols such as UDP and TCP.
Established connections are shared between client and server
tarnsport functions. These connections are indexed with
information consisting of address, port and transport protocol.

PSTN (Public Switched Telephone Network) is a copper
wired telephone network [11]. It can be converted to IP
networks by using ATA (Analog Telephone Adapter). PSTN
generally serves according to ITU-T standards and uses E.163-
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E.164 addresses, which we know as telephone numbers. There
are some special telephone lines, like military telephone lines,
that are not connected to the PSTN network. In addition, some
companies have private telephone networks connected to the
PSTN only through limited ports (eg PBX).

IV. VOIP SECURITY ISSUE

A. Physical Layer Attack

The Physical Layer is the first layer of the OSI Model. The
Physical Layer, also called the Hardware Layer, describes
what physical and electrical infrastructure required for data
transmission in computer networks. Whether the data is
transmitted electrically, by light, or by radio signals is the
interest of physical layer. Attacks on this layer usually occur
physically. In other words, it occurs by interfering with
physical cabling or the server..

B. Data Link Layer Attack

The Data Link Layer sets the rules for accessing and
processing the physical layer at the point where the data will
go. Most of the data link layer is handled by Ethernet cards.
The data link layer performs the task of authenticating other
PCs on the network, determining who is performing instant
communication, and checking for data errors comes from the
physical layer. The physical address is called Media Access
Control-MAC address. In this layer of VolP technologies,
ARP Cache Poisoning attacks cause great damage. These
attacks are performed by changing the MAC address. In
addition, MAC Spoofing attacks are another form of attack in
this layer. This type of attack, which occurs when MAC
addresses are displayed differently, results in the transmission
of audio data to different points.

C. Network Layer Attack

The segmented data in the transport layer, which is an upper
layer, is converted to packets in the Network Layer.
Furthermore, the computers that will interact need logical
addressing to determine each other's locations. This layer,
which uses the IP protocol, is exposed to serious attacks
through this protocol. It occures by changing the source
information of IP packets and connecting to the system with
fake IP address. An attacker can change the IP header with a
different address, making the package appear to have been
sent by a different machine. IP spoofing can theoretically be
performed on all protocols [12].

D. Transport Layer Attack

It is one of the most important layers in VVolP technology due
to the use of TCP and UDP protocols. In this layer, the SIP
can cause availability problems by sending large amounts of
TCP and UDP packets to the server. This type of attack made
by delaying messages or resending them later. Attacks in this
layer, which cause service disruptions, can be prevented with
very high-quality solutions in VVoIP technologies.
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E. Application Layer Attack

In this layer, a wide variety of attacks can take place over
applications. These attacks can occur when a process is unable
to access the resources it needs, the consumption of IPs by
sending too many requests to the DHCP server, and the attacks
that can cause serious service halts, such as rendering the SIP
server unavailable by sending too many ICMP packets.

V. MEASURES AGAINST VOIP ATTACKS

Since VolIP technology is located in the network structure, it
can be affected by any weakness within this structure. In this
respect, the general precautions to be taken in the network
should be taken in VolP. Communication must be encrypted.
Calls over the Internet using VLAN technology must be
provided from this line. Security measures should be taken at
the port level.

Attacks on our computer usually occur in the form of
disruption of service or seizure of authority. Security measures
taken to ensure that the systems are not affected or are affected
at lowest level should be implemented with a holistic
approach. Administrator permissions must be given correctly
within the VolP structure. Firewall packet-level security must
be provided. Firewalls can help a certain level for VVolIP even
if they cannot open the packets. Constructive safety must be
ensured by using the Session Border Controller. All systems
must be configured appropriately in accordance with the VVolP
structure. Blocking the service can cause serious damage. For
this reason, redundancy must be provided as communication
or equipment. With NAT technology, IP addresses on the
internal network must be hidden. In addition, one of the most
effective measures is the encryption of inter-channel traffic.

In lower layers, MAC limitation, MAC authorization,
firewall products with IP-MAC matching capabilities, or
manageable switches can be used. In addition to all these
methods, IPsec (IP Security), TLS (Transport Layer Security)
and sRTP (Secure RTP) should be taken in the classical
measures in different layers while VolP architecture is being
established. IPsec contributes to security by encrypting all IP
communications in the network layer. TLS is used to secure
the transport layer. They also have specific roles in
establishing secure sessions. sRTP is a protocol specially
developed for VolP technology which makes the task of RTP
protocol more secure.

VI. CONCLUSION

1) In this study, VolP structure and the attacks against it are
examined through layered architecture. It is determined
which measures should be taken against these attacks.
Since SIP and RTP protocol is the most widely used
protocol in VolIP technology, it has been mentioned in
detail in the structure. In each layer, it is explained how to
protect against the attacks against VolP systems. In
addition, the weaknesses of the system are indicated and
measures to be taken are suggested. In order to provide
complete protection in VVolIP systems, security protocols
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with different functions in different layers are detailed and
their place in the security framework is explained.
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Abstract - Any web site logs action of its user in a file. This
helpful information assists us to analyze the behavior of user.
Analyzing the behavior of user makes a great opportunity for
Web site to predict the behavior of its user in future sessions. In
this study a brief of studies related with user behavior in
literature was given. It is also given a classification of these
studies. This information will provide a basis for future studies.

Keywords - Web log, web mining, Web user behavior.

I. INTRODUCTION

website is a (location) on the WWW. Every website

holds the main page, which users see the first document
while they access the website. The website might also include
additional files and documents. Each website is owned and
administered by an individual, organization or company. A
website is a combination of pages of the web (documents that
are accessed via the web or Internet). A page of the web is
what you see on the screen when you write in the web address,
put a query or click on a link. A web page can include color,
text, sound, graphics, animation and it can include any kind of
information.

To have a well and clear organized site have become one of
the main objectives of organizations and enterprises.
Administrators of the website may want to know in any way
attract visitors and which pages of the website are being
accessed least or most frequently, which section of the website
is most or least attractive and need improvement, etc. Of late,
Analysis of data of server log can provide important and
helpful information. Information provided can assists to
discover user intuition. This can improve the efficacy of the
websites by adapting the structure of information to the
behavior of users. Most of the Web Usage Mining (WUM)
approaches use Server Log Files (SLF) as crude data for the
production of the patterns of user exploration [1](Kumar et al.,
2014).

Il. USER BROWSING BEHAVIOR

Dupret and Piwowarski [2], proposed a group of
assumptions on behavior of browsing of the user that authorize
the appreciation of the likelihood that a document is seen,
thereby providing an unbiased estimate of relevance of
document. They developed clear hypothesis on behavior of the
user browsing and they derived a family of models to explain
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click data in search engine. The predictive ability on the same
dataset they compared of the model of user browsing. The
parameters of browsing model have an obvious semantic.
They used this reality to compare the predicted behavior of the
user with an eye-tracking experiment conclusion.

Catledge and Pitkow [3], analyzed browser user-event WLs
to better known user surfing conduct. In specific, they
distinguished among directed browser, general goal searching,
and random (undirected) searching. They were able to
describe behavior of the user in anticipation of improving
design of browser.

I11. PREDICT USER BEHAVIOR

Jan and Lin [4], they proposed a new model of prediction
without additional information to build prediction models for a
proxy server prefetching the appropriate web pages for
adapting the structure of the website and improving the
performance of the web. They proposed a prediction system of
trend based to predict the different behaviors of the web user.
A trend similarity was designed to select the patterns of
suitable prediction for predicting a new behavior of user
browsing.

Radinsky et al. [5], studied how to model and predict
behavior of the user along time. They provided various
temporal representations, procedures of learning, and
represented how they can build models that predict next user
behaviors from data of historical.

Sarukkai [6], described a technique for modeling log data
and web server to afford foretell of visitor path next link and
next page. The model is use of probabilistic making of markov
chains.

Zhu et al. [7], proposed Markov Chain and web mining to
predict the browsing behaviors of users. The Markov chain is
proposed to predict the largest probability of future surfing
page by calculating every eventuality of every link according
the structure of the web and the behaviors of historical
browsing.

Hu et al. [8], were capable to reliably infer limited
demographic knowledge from visited websites content. Due to
the sparse sample of activity used, they first fit a model to
predict distributions of site-level over dimensions of
demographic, after which a smoothed, reduced dimensionality
was used Bayesian framework to predict user sex and age
from website visits.

Liu and Keselj [9], a study presented of the automatic
classification of navigation patterns of web user and propose a
new approach to classifying patterns of the user navigation
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and predicting next requests of users’. The approach is based
on the combined mining of WSL and the contents of the pages
that have been retrieved of the web. The approach is
implemented as an empirical system and it is evaluated
performance depend on two tasks prediction and
classification.

Dongre and Raikwal [10], a new model was proposed for
predicting the next page of the web. The proposed system
predicts the page requested for the web users. By analyzing
the behavior of the user browsing, can be made the prediction
next web page. They proposed different kinds of mining
algorithms based on various techniques but prediction of the
user future request fundamentally concern with its efficiency
and accuracy.

Papoulis and Pillai [11], Markov models for the studying
and understanding of stochastic processes have been used, and
offered to be well-suited for modeling and predicting behavior
of a user's browsing on a website. In general, the input for
these problems is the web pages sequence that have been
accessed by the user and the aim is to create Markov models
which can be used to model and predict the page of the web
that the user will most likely access future.

IV. TIME SPENT

Nagy and Gaspar [12], investigated the TSP as an indicator
ignore of quality of contents of online. They introduced the
idea of the sequential surfing and re visitation to more exactly
restore the navigation path of users depend on TSP and the
restored pile of explorer. They provided a clustering path to
create groups of analogous pages of web by classifications of
spent time. They introduced three activities of the user and
connected spent time classifications: browsing links, backward
stepping and reading.

Giindiiz and Ozsu [13], the problem is considered of
modelling the web user behavior during a single visit to the
web. They presented a novel model that uses both the
sequences of visiting web pages and the TS on that web pages.
As far as they know, existing tools for mining two kinds of
various knowledge such as the order of visited pages of the
web and the TS on those web pages, are hard to find.
Therefore, in this study focused on a model that well reflects
the information of structural of a user session and handles
two-dimensional knowledge.

Cooley et al. [14], distinguished content pages and auxiliary
depend on the reference length of the pages - the amount of
time spends a user viewing a web page - for finding
association rules.

V. WEBLOG

Verma et al. [15], a condition for predicting needs of the
user to better the usability and the retention of user of a
website can be addressed by processing WLF effectively.
While browsing the sites, interactions of the users' on the web
site are registered in WLF. These WLF are plentiful source of
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knowledge.

Ivancsy and Vajk [16], three approaches of pattern mining
are investigated from the point of the WUM of view. The
various paths in the mining of WL are page (graphs,
sequences, and sets). Deals with the problem of finding hidden
knowledge from a huge amount of WLF data collected by
servers of the web. The contribution to introduce the process
of the WL mining and to show how frequent pattern discovery
tasks can be applied on the WLF data in order to acquire
helpful information about user navigation behavior.

Srikant and Yang [17], use WLs and structure of the
website to suggest reorganizations of the site. Particularly,
they infer difficulties of visitor navigation from spent time of
viewing pages and from inferred and actual use of the BACK
button. They also make assumptions to differentiate among
“navigation” pages and “content” pages. Both of these
heuristic classes can be thought of as limitations to log file
analysis and accurate site.

VI. SESSION

Beitollahi and Deconinck [18], proposed a defense
technique against the denial of the application layer of service
attacks based on user behavior model. Number of sessions,
request rate per session, session duration, number of clicks per
each session, mean time between two connections, favorite
pages, sequence order between pages, etc. were the main
factors to model the user behavior. They used a heuristic
technique to model the behavior.

Bianco et al. [19], proposed clustering technigques
application to a large group of actual Internet traffic traces to
identify user sessions of the web. The method has been
applied of proposed clustering to measurement trace data sets
to study the characteristics of user-sessions of the Web,
showing that process of session arrival tends to be Poisson
distributed.

VII. PAGE VISITING

Roman and Velasquez [20], have studied behavior of the
user with a psychologically-based publishing model. They
showed that the series of pages obtained by synthetic agents
are found to be nearer to ~5% of the average of the visits
number to every page.

Juvina and Herder [21], found that certain paths of within-
session page revisits indicate that understand of users and
exploit structure of the site's navigation , users that presented
these paths used within navigation of site support for page re-
visitation rather than the browser's back button and displayed
more confidence that they could move pages to be revisited at
a later stage.

VIII.

This study presents an overview of the concept of user
behavioral model. The web log of websites is the main source

CONCLUSION
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data for our analysis. A software tool is implemented to model
the behavior of users of a website. The software tool extracts
various helpful information from the web logs of a website.
This information assists the web site administer to improve the
structure of the web and to get the most valuable information
about user’s behaviors.

The studies also provide the statistical analysis based on the
results of the software tool. Several analysis about users are
provided with this study such as access times of users, the
duration of a session, number of requests per session and
number of sessions per users during a day, week or month, the
favorite pages of users, categorizing the pages based on the
willing of users, the location of users and several other main
interest information’s for a website’s administrator. Finally,
using these data, the behavior of users can be predicted. For
instance, it can be predicted when some well-known users
appear in future or what a user requests in his future behavior.
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Abstract - Intrusion detection systems are security systems
against attacks commonly used in internet technology and
computer networks. The purpose of security systems is to identify,
log and prevent malicious network traffic. The performance of
intrusion detection systems depends on the classification accuracy
of the classification or prediction algorithms used in these systems.
In this study, Naive Bayes, decision tree C4.5 and artificial neural
networks classification algorithms are used efficiently for
developing machine learning based intrusion detection systems.
The performances of the classification algorithms were evaluated
with the confusion matrix results on the Kyoto University
honeypots traffic dataset and the results of the classification
algorithms were compared with each other. According to
experimental results, the artificial neural networks classification
algorithm enhanced better performance than Naive Bayes and
decision trees C4.5 Classification algorithms for the intrusion
detection system.

Keywords - Artificial Neural Networks, Classification, C4.5,
Naive Bayes, Intrusion Detection System.

I. INTRODUCTION

NTRUSION detection system (IDS) and Intrusion Prevention

System (IPS) products are defined as Intrusion Detection and
Prevention Systems [1]. Intrusion detection systems are
software or hardware security systems designed for security
analysts. These security systems are used to identify dangerous
and harmful attacks on traffic networks. Intrusion prevention
systems are security systems that are used to prevent harmful
connections or movements in the network traffic [2]. The
purpose of these security systems is to stop and prevent
malicious connections or movements on the network traffic.
Intrusion detection systems detect and log the attack, while
intrusion prevention systems hampers learning the attacks [3].
The performance of intrusion detection and prevention systems
depends on the classification accuracy (CA) of classification
algorithms used to identify malicious links or attacks [4]. Until
today, many classification algorithms of data mining have been
used by researchers and system designers in IDS. Mukkamala
et al. used artificial neural networks (ANNS) and support vector
machine (SVM) classification algorithms in a real-time
intrusion detection system. They tested the classification
algorithms on the knowledge discovery and data mining (KDD)
dataset created by DARPA. They compared the performance of
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ANNs and SVM classification algorithms. According to
experimental results, ANNSs classification algorithm obtained
better results for IDS system [5]. Kim and Park, proposed a
support vector machines to network-based Intrusion detection
system (SVM-1DS). Evaluated the performance of the proposed
SVM-IDS system with KDD dataset. The experiments results
show that intrusion detection system is effective for detecting
intrusions or malicious traffic [6]. Pan et al. presented a hybrid
intrusion detection system with ANNs and SVM classification
algorithms. They tested the presented hybrid intrusion detection
system on KDD dataset, the obtained results show that the
hybrid ANNs and SVM classification algorithms performed
better performance in the intrusion detection system [7].
Sabhnani et al. used multi-classifier model such as ANNs, k-
mean, and SVM for intrusion detection system. The
performance of the used classification algorithms evaluated on
KDD dataset. According to the experimental results, the
classification algorithms performed well accuracy on the
intrusion detection system [8]. Laskov et al. proposed a
supervised learning and unsupervised learning intrusion
detection system. They used ANNs, SVM, k-nearest neighbor
(K-NN), and C4.5 algorithms in the supervised learning and
used vy-Algorithm, single linkage clustering, and k-mean
algorithms in unsupervised learning. They compared the
performance of the supervised and unsupervised learning,
according to the experimental results the performance of
unsupervised learning is similar to the performance of
supervised learning [9]. Muda et al. used the k-mean clustering
and NB classification algorithm to perform intrusion detection
system. In the first stage, k-mean clustering algorithm was used
for labeling the sample that malicious and non-malicious
activity. In the second stage, the NB classification algorithm
was used to classify all data into the correct class. The
performance of the k-mean and NB intrusion detection system
was performed with KDD dataset, the experimental results
demonstrated that the k-mean and NB intrusion detection
system significantly improved the accuracy of the system [10].
Mukherjee and Sharma, proposed a novel feature selection
method and used for the intrusion data set and classified the data
set with the NB classification algorithm. They compared the
results obtained from the proposed method with correlation-
based feature selection, information gain and gain ratio
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methods. The results show that the proposed method is given
better results from the correlation-based feature selection,
information gain and gain ratio methods and it is efficient and
effective for the intrusion detection system [2]. In this paper,
we used NB, C4.5, and ANNs classification algorithms to
identify and log malicious network traffics. This paper is
organized as follows, section 2 introduces the intrusion
detection system. In section 3, we explain the experiments
conducted and compare the results of classification algorithms
on the Kyoto University honeypots traffic dataset. Finally, the
conclusions are presented in Section 4.

I1. INTRUSION DETECTION SYSTEM

An Intrusion Detection System (IDS) monitors computer
networks traffic in the real time to detect malicious movements,
dangerous and harmful attacks, or violations that could
endanger the system [3]. Some intrusion detection systems also
have the ability to stop and prevent an attack in the event of an
attack, but when the prevention feature is added to the intrusion

detection system, the name of the system becomes the intrusion
detection and prevention system (IDPS) [3]. In generally the
intrusion detection systems can be classified into host-based
and network-based [5]. Since Host-based systems monitor the
system with a single host, many systems use network-based
intrusion detection systems. Network-based intrusion detection
systems can be categorized into two categories, signature-based
and anomaly-based [1]. Statistics-based, knowledge-based and
machine learning-based methods are used to detect abnormal
traffics in intrusion detection systems.

The intrusion detection and prevention system focuses
primarily on identifying potential attacks, providing
information about these attacks, and reporting attack attempts
so that security analysts can better analyze them, then
suspicious or dangerous entries analyzed. Data mining
classification algorithms are used in intrusion detection stages
of intrusion detection and prevention systems [1]. In this study,
an intrusion detection system is proposed by considering the
attack data set, the proposed intrusion detection system is given
in Figure 1.

. .. Classification Algorithms Selecting
Data Pre- Training Data s
ata Pre-processing ::> g ::> NB. C4.5, and ANN ::> Training
Model
Intrusion Feature Selection (Evaluation)
Dat. t p .
ata s Over Sampling
N lizati ] : Normal
ormalization Testing Data > ";elst(liulg
Discretization ode Abnormal

Figure 1: The proposed intrusion detection system

As shown in Figure 1, data preprocessing was performed on
the attack data set. First, the feature selection process was
performed on the intrusion detection data set, and the
information gain method was used as the feature selection
process [11, 12]. As a result of the feature selection process 19
out of 24 feature was selected. In general, intrusion detection
data sets are very small in comparison to normal instances of
attack data, so it is necessary to balance instances of classes. In
this study, synthetic minority over-sampling technique
(SMOTE) sampling technique is used as over sampling method
for intrusion detection data set [13]. The number instances of
normal and abnormal classes in the original dataset and the
number instances of normal and abnormal classes after applied
SMOTE over sampling technique is given in Table 1.

Table 1: The number instances of the Kyoto University honeypots
traffic dataset

Dataset Normal traffic (%) Abnormal traffic (%)
Original Dataset 86 14
Dataset

(SMOTE) 50 50

The normalization of the data provides data consistency to
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the data set, the min-max normalization method is applied for
the intrusion detection data set [14, 15] according to the
equation 1.

_ Xi ™ Xmin
= - ()

Xmax Xmin

Where, x is the normalized data, x; the input value, x,,;, is
the smallest number in the input array and x,,,, is the largest
number in the input array. Rule-based classification algorithms
perform better on discrete data sets, so the intrusion detection
dataset for NB and C4.5 classification algorithms is discretized
using the entropy-based ID3 discretization method [15, 16].
After applying the data preprocessing methods on the intrusion
detection dataset, the dataset is divided into a training dataset
and a test dataset by k-Fold cross-validation [17]. The training
dataset is used to obtain the training model and the test dataset
is used to evaluate the test model. Finally, the test dataset is
classified as normal or abnormal by the test model.
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I1l. EXPERIMENTAL RESULTS

In this study, classification results obtained from NB, C4.5
and ANNSs classification algorithms are evaluated for intrusion
detection system. The confusion matrix is calculated as the
evaluation criterion of the classification algorithms [18]. The
confusion matrix of the classification algorithms is given in
Table 2.

Table 2: The confusion matrix of the classification algorithms

Classification . .
Algorithms Confusion Matrix
Prediction
NB Normal | Abnormal
Normal 4380 620
Actual
Abnormal 311 4689
Prediction
Normal | Abnormal
C4.5 a r
Normal 4528 472
Actual
Abnormal 261 4739
Prediction
ANN Normal | Abnormal
s Normal | 4849 151
Actual
Abnormal 180 4820

The accuracy, misclassification rate, sensitivity, specificity,
and F1 Score values are calculated from the confusion matrix
which are given in equations 2,3,4,5, and 6, respectively [18].

A ACH = TP + TN

ceuracy (AC) = 75T Fp 4 FN + TN )

Misclassification Rate (MR)
_ FP + FN 3)
TP + FP + FN + TN

Sensitivity (SEN) = TP

ensitivity ( ) = TP + FN (4)

Specificity (SPE) = N + FP (5)
Specificity * Sensitivit

F1 Score = 2 * pecificity 4 (6)

Specificity + Sensitivity

Evaluation criteria for classification algorithms are obtained
using 10-fold cross-validation. The classification evaluation
criteria obtained for NB, C4.5 and ANNSs classification
algorithms are compared with each other. The obtained results
of the classification evaluation criteria for NB, C4.5 and ANNs
classification algorithms are given in Table 3.

Table 3: The classification evaluation criteria for NB, C4.5 and
ANNs classification algorithms

CA Evaluation Criteria
ACC MR SEN SPE F1-Score
NB 90.69 0.0931 93.37 88.32 90.39
C4.5 92.67 0.0733 94.55 90.94 92.51
ANNSs 96.69 0.0331 96.42 96.96 96.70

E-ISBN: 978-605-68537-9-1

When the classification evaluation criteria of NB, C4.5, and
ANNSs classification algorithms in Table 3 are examined, the
NB classification algorithm has achieved 90.69, 0.0931, 93.37,
88.32 and 90.39 values of accuracy, misclassification rate,
sensitivity, specificity, and F1 Score on Kyoto University
honeypots traffic dataset, respectively. The C4.5 classification
algorithm achieved an accuracy of 92.67, the misclassification
rate 0.0733, the sensitivity 94.55, the specificity of 90.94, and
F1-score of 92.51 on the Kyoto University honeypots traffic
dataset. ANNSs classification algorithm obtained accuracy of
96.69, the misclassification rate 0.0331, the sensitivity 96.42,
the specificity of 96.96, and F1-score of 96.70 on the Kyoto
University honeypots traffic dataset. Generally, when the
classification evaluation criteria of classification algorithms
were examined, ANNs classification algorithm achieved better
results than NB and C4.5 classification algorithms.

IV. CONCLUSION

Recently, we have been doing almost all of our important
works through web-based applications. The number of web-
based applications is increasing, but the risk security of users'
important information is also increasing. Intrusion detection
systems are very important for information security, so these
systems need to be designed very well. The classification
algorithms affect the performance of intrusion detection
systems linearly. In this study, NB, C4.5, and ANNSs
classification algorithms are evaluated on traffic dataset of
Kyoto University honeypots traffic dataset. In the evaluation
process of classification algorithms, suitable classification
algorithm for Kyoto University honeypots traffic dataset is
determined. As a result, the ANNs classification algorithm for
the Kyoto University honeypots traffic dataset performed better
than NB and C4.5 classification algorithms.
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Abstract - The rapid development of technology facilitates the
recording of many transactions in digital environments and the
storage of recorded data, while at the same time accelerating
access to data. In business life, these data are used when making
future decisions and analyzing the current situation. The data that
are stored in the computer environment can be evaluated by
means of data mining.

In this article, the association rules were applied on Breast Cancer,
Vote, Spect_test data sets obtained from UCI Machine Learning
Repository, the results were analyzed and a method and
application about the selection of qualified properties which had
the most effect on the classification were explained and the
algorithm details related to the application were explained. After
the classification procedures performed on the data set with
association algorithms, accuracy rates increased by 12.79 in Breast
Cancer, 1.32 in Vote and 7.14% in Spect. Thus, more effective
working on smaller data sets is provided.

Keywords - Data Mining, Association Rules, Apriori Algorithm,
Feature Selection

I. INTRODUCTION

O ne of the most important developments in recent years
is the increase in data volume. With this increase, the data
started to be kept in larger databases. As a result, the search for
Knowledge Discovery in Databases (KDD) has emerged. KDD
consists of different stages, data mining is one of the most
important stages of KDD. Data mining (DM) can be defined as
the determination of large quantities of correlations and rules
that can be used to predict the future from stored data using
computer programs.

Within the large data sets, different methods are used to
determine the data useful for us. In this article, some
propositions have been made for the determination of the most
qualified properties (which have the most effect on the
classification) of data sets that contain a large number of
attributes and are detailed on an application.

Il. MATERIALS AND METHOD

Data produced by computer systems are worthless in
themselves because they do not make sense in the naked eye.
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When these data are processed for a specific purpose, they
begin to make sense. [1] If we talk about many of the situations
we face in daily life, technology has become an integral part of
our lives. There are thousands of data stored in our computers
and mobile phones, tablets, such as records made in the hospital
you go to because of the illness, data of our credit cards that we
use many times during the day, and the steps you take according
to the records of the business you are the boss.

A. Data Mining

The concept of data mining is the formation of meaningful
information by evaluating the available data. Data mining
should be defined as a process; It can be said that it is the
process of analyzing many and many kinds of data on the data
warehouse by various methods and uncovering previously
unexplored information / data. It is the process of evaluating
confidential data and using it in decision-making mechanisms.
Using this definition, it is possible to say that data mining
studies are also a statistical study process.

In the data mining process, data preprocessing techniques
can be detailed as follows:

= Data Cleaning,

= Data Integration,

= Data Selection (Reduction),

= Data Conversion,

= Application of Data Mining Algorithms,
= Patterns

Data Mining | / Interpretation / \

P Evaluation
Transformation |

Preprocessing |

/ N
Selection

S
an L | T
A
I v H Prep rocessed Dt
Daaa

Data | * Targei Daa

]. _AIE

Figure 1. Data mining processes [3]
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B. Feature Selection

Feature selection is the approach that aims to find a subset of
the data in a way that can better express the data. This approach
is applied to data sets with a large number of features and
provides an increase in the overall success rate and allows the
reduction of the run time of classification algorithms are
preferred. The reduction in the number of features may have an
impact on the success of classification algorithms on the data
since noise-containing features may be present.

The preparation of the data set is only valid after a good
recovery of the data obtained from the studies and observations.
If the obtained data and attributes are represented by linear or
matrix expression in a certain order, the data set is revealed.

The gaps in the data set without the observed result are called
lost data. As the loss data increases in the values found as a
result of studies and observations, the number of data that will
ensure that the measured quality reaches the intended accuracy
decreases. In such cases, it is difficult to draw any conclusions
from the quality. Some statistical methods can be used to omit
losses at a certain rate, or some methods can be used to assign
values to fields with lost data. If the value loss ratio is very high,
such corrections will not be realistic and may not be successful
as a result. In cases where there is a lot of lost data, it may be
necessary to re-observe the results. In case of missing data, re-
measurement and observation is the most appropriate step.
Missing data should be edited using various methods. Apart
from the missing data, noisy data is also a problem. Noisy data
is a set of information with different data than it should be.
These data should be cleared from the data set in order to
achieve successful results [4].

C. Association Rule Mining

The data mining method, which finds relationships between
large data sets, supports the future studies by analyzing and
revealing the possibility of events occurring together, is called
Association Rules (CB). With the given transaction /
transaction set, the frequency of occurrence of these elements
in the next transaction is estimated from the existence of an
object (or collection of objects) [5]. BK; It has wide usage in
many sectors such as economy, education, e-commerce,
marketing, telecommunication.

The existence of association rules in data sets is one of the
important issues of the VM and serious algorithms have been
designed in this field and different algorithms have been
designed. Association rules provide benefits in a wide range of
subjects such as sales in markets, product line-up on shelves,
identification of promotions and promotions [6].

Association rule mining,

=  Finding all frequently used items

= There are two stages to produce strong rules of
association from these frequently occurring elements.
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The Apriori Algorithm i¢in used for the first phase of the
association rule is the most popular and classic algorithm used
in the mining of frequently occurring items.

D. Apriori Algorithm

Apriori algorithm was developed by Agrawal and Srikant in
1994. In data mining, association rule is the most widely known
and used algorithm among inference algorithms. The basic
approach in this algorithm is that "if the k-element set
(candidate element set) provides the minimum support
criterion, subsets of that set also provide the minimum support
criterion."”

Algorithm Apriori

Cp: Candidate itemset of size k
Ly : frequent itemset of size k
L; = {frequent items };

1. for(k=1; Ly =, k++) do begin

2. Ci+1 = candidates generated from Ly,

3. for each transaction ¢ in database do

4. increment the count of all candidates in Cy+;
that are contained in ¢

5. Lyy; = candidates in Cy:; with min_support

6. end

7.  return g Lg;

Figure 2: Apriori Algorithm

E. Steps of Apriori Algorithm

=  Minimum number of support (min.support) and
minimum trust value (min.confidence)

= Support value for each item in item sets

= Disabling items with support less than the minimum
support value

= Formation of bilateral partnerships by taking into account
the single partnerships

= Subtracting item clusters that are less than the minimum
support value

= Applying steps 4 and 5 to all data in the data set.

=  Establishing association rules

Generate Generate
Candidate Frequent
ltemSet ItemSet

L.

ves
Generate Strong
Rules

Figure 3: Apriori Algorithm Flow Chart
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I1l. EXPERIMENTAL STUDIES

The feature selection method proposed in this study was
tested with real data obtained from UCI Machine Learning
Store. Table 1 shows the details of the three data sets used in
our study. Each of these data sets was divided into training data
set (70%) and test data set (30%). Navie Bayes algorithm is
preferred for classification because of its popularity in many
fields of application from scientific to business sector.

Table 1. Properties of datasets

Datasets Num. of Instances Num. of
Attributes
Breast Cancer 286 10
\Vote 435 17
Spect_test 187 23

A. Feature Selection with Apriori Algorithm

The following steps (Figure 4) were applied in order to select
feature with association rules determined by Apriori algorithm

Set Jat Remove rules that
Y Setassociation 14 do not contain
rules
class value.

5:;"‘&:5::;‘ Find bottom totals
Stop - values a the and set a lower &
limit, Lzncik

v

Find frequency
value of properties
and create table.

Figure 4: Feature selection steps with Apriori algorithm
These steps were implemented in a C # application. The
correct classification rates of the data sets detailed and given in
Table 1 before and after feature selection are given in Table 2.

Table 2. Accurate classification rates before and after feature

Number of
Data Set Name Attribute Correctly Classified
17 90.11%
Vote
5 91.43%
10 67.44%
Breast-cancer
5 80.23%
23 66.07%
Spect_test
8 73.21%

As it can be understood from this table, the classification
using more qualified features is more accurate than the
classification with more features. In other words, after
subtracting the features that contain the data that we can call
noise, the classification made with the remaining data is closer
to the truth. In this way, it is aimed to save the storage unit, time
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and number of transactions and thus the processor.

Figure 5 shows the screenshot of the C # application. The left
panel lists all the properties of the data set. In the middle, there
is a table about which feature contributes to class value
according to the rules of association. In the rightmost list, the
properties that are above the limit we have determined
according to the frequency value in the table are listed.

Figure 5: Feature Selection application screenshot

The results obtained from the application and classification
procedures were performed. First of all, the Navie Bayes
classification algorithm was run when all the features were
available and the correct classification percentage was
recorded. Then, the Apriori algorithm was run on our data set
and the resulting rules were saved to the system. And it was
observed that classification accuracy rates increased for all data
sets.

IV. RESULTS

In this study, it is aimed to determine the most qualified
properties required for classification, which is one of the most
important methods of data mining. The aim of this process is to
improve performance and to obtain effective results when
working with large data sets and to determine the features that
affect the result the most among the existing features. It is also
possible to ignore the less common features by determining an
optimal support value, which varies according to the data
contained in the data sets. Through the written application, the
5 most influential features were determined among the 16
properties and it was observed that the classification process
was performed at a higher accuracy rate.
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Abstract —In the efficient operation of power systems and future
planning, electrical load forecasting is very important. Load
forecasting is based on the estimation of future electrical load by
examining past conditions. Estimates from a few minutes to a day
are called short-term forecasts. Short-term load forecasting has a
decisive role in the load sharing of power plants. It also enables to
overcome the deficiencies caused by sudden load increases and
power plant losses. Weather conditions are effective in the short-
term electrical load forecasting. Daily or hourly electricity
consumption data are generally used for short-term load
estimation. The last three years of daily electrical energy
consumption data of Turkey used in this study. Days were
categorized according to the seasons. And past electrical load
values, as well as temperature values, were used to improve
forecasting accuracy. In this study, a short-term electric load
estimation model has been developed by using Artificial Neural
Networks (ANN). The results obtained with this model were
examined by statistical methods and it was found that this model
has a good electrical load estimation performance.

Keywords— Short-term electrical load forecast, Artificial Neural
Network, Prediction Model, Time series forecasting

I. INTRODUCTION

The electrical charge estimate is based on the prediction of
the future status by examining previous data and conditions [1].
Some problems occur in the system that is improperly designed
due to underestimated demand for electrical load. Thus, many
more problems occur, such as power outages [2]. Accurate load
estimation increases the safety of electrical systems [1].

Electricity load estimation is enormous importance in the
efficient operation of power plants. A high estimate of the load
value may lead to unnecessary use of the reserve of stored or
activate to many power units. This situation provides to waste
energy [3]. In the electricity markets, system load is also
significantly affected by prices as well [4].

In order to make the planning work more efficiently, the
demands on the electrical load should be estimated as
accurately as possible. It is very important for the decision
makers that the demand for electricity in the energy sector can
be predicted with the least errors. Making work planning, load
sharing and determining the best group and making production
in the most economical way increases the importance of short
term electrical load estimation. In order to make a good system
planning for the future, electrical load estimates are getting
more important.

E-ISBN: 978-605-68537-9-1

The electric charge estimate is examined in three classes [5]:
e Short term (hourly, daily and weekly)
e Mid-term (monthly, quarterly)
e Long-term: (annual or longer years)

Periodic load estimates generally include estimates to be
made within the period of hourly forecast to one week. Short-
term load estimates are necessary for planning operations such
as power generation coordination. This coordination can be
used to create hourly schedules of production resources, thus
minimizing the operating cost of energy power systems [3].

Three important objectives of the short-term electrical load
estimation to be performed in this study. These objectives
include production planning functions, evaluating the safety of
system operation and providing time-dependent load
information. Estimating the electric charge can play an
important role for market enterprises and can also make
economic decisions [4]. In the literature, there are phased
studies to estimate the electrical charge.

Esand friends with Turkey by ANN net energy demand
prediction study was conducted. In this study, a prediction
study based on cause-effect relationship was carried out using
ANN model. Researches on ANN theory have been carried out
to investigate ANN and estimation models commonly used in
the field of energy. In order to evaluate the success of the
prediction study and to measure its performance, we developed
regression and time series models and made comparisons with
the ANN model established. As a result of the analysis and
comparisons of ANN techniques have been able to realize more
successful estimates [6].

In a study conducted by Cevik, Turkey's short-term load
prediction of power obtained. In this study,
using Turkey's electricity consumption and temperature data
for the years 2009-2011, estimation  of electric  charge in
2012 was carried out using Fuzzy Logic and ANFIS
methods. Seasonal data are taken as input data. There are 4
categories, Monday model, Tuesday-Wednesday-Thursday and
Friday model, Saturday model and Sunday model. There are 4
categories, Monday model, Tuesday-Wednesday-Thursday
model and Friday model, Saturday model and Sunday model

[7]1.
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The main objective of this study is to minimize the error in
the electrical load estimation and thus to prevent operational
costs and loss of revenue. In line with this objective, a model
has been created by using ANN together with categorization of
day tubes according to seasons, which yields successful results
in  electrical load estimation. Input data of the
model; previous load and temperature output data is estimated
load data. Seasonal variable plays an important role in the
estimation of short term electrical load. Seasonal variable is not
considered as input data in this study.

Seasonal variable was used to form input data categories. In this
study, 16 categories were identified. Estimation and modelling
studies were performed in MATLAB software.

Il. MATERIAL AND METHODS

A. Electricity Load Data Set

The data set is the whole formed by data elements with
different attributes of the same object class [8].The short-term
electrical load estimation data in this study are from 2017, 2018
and 2019. Electrical load data obtained from EPIAS [9].
Temperature data were  obtained  from the Turkey weather
websites [10].

Electrical load data differ according to day types. Load
curves on holidays and working days vary. A larger load
prediction error occurs on holidays. There is a particular
difficulty in predicting the demand for power, because the
power consumption patterns on these holidays are quite
different from those encountered during weekdays (Tuesday,
Wednesday, Thursday and Friday). Load models vary from
year to year. In the electricity markets, in addition to the
traditional factors affecting the load such as season, day type
and weather, the price of electricity is an important factor
affecting the load [4].

In this study, it is aimed to estimate the load for the next year
by using the temperature and load data of the previous
years. Turkey's daily electricity consumption information for
electricity load is used. Load data for 2017 and 2018 were
obtained. Load data for 2019 are considered as test data. For
example, the historical load data of the winter of Tuesday is
considered as Tuesday's data of the previous week's winter
month. The effect of temperature on load consumption varies
according to the seasons. Temperature is the most important
factor in short term electrical load estimation. Turkey's
made short-term electric load forecasting work by Cevik and
the maximum power consumption within
5 city's average temperature were used in Turkey [5]. This
work is handled with the greatest warmth of the
city of Istanbul in Turkey's electricity consumption.

Days and seasons in load estimates are categorized as
follows:

e Category 1. Tuesday,
Friday - Winter

e Category 2: Tuesday,
Friday - Spring

e Category 3: Tuesday,
Friday - Summer

e Category 4: Tuesday,
Friday on Autumn

Wednesday, Thursday and

Wednesday, Thursday and
Wednesday, Thursday and

Wednesday, Thursday and
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Category 5: Sunday - Winter
Category 6: Sunday - Spring
Category 7: Sunday - Summer
Category 8: Sunday - Autumn
Category 9: Saturday - Winter
Category 10: Saturday - Spring
Category 11: Saturday - Summer
Category 12: Saturday - Autumn
Category 13: Monday - Winter
Category 14: Monday - Spring
Category 15: Monday - Summer
Category 16: Monday — Autumn

The input and output data used in the short-term electrical
load estimation with ANN are shown in Figure 1.
Input data:

e  Temperature

e Previous load

Output data
e Estimated load

Hidden Layer Qutput Layer
Qutput
—
1
8 1

Figurel.ArtificialNeural Network Model

Input

B. Artificial Neural Networks (ANN)

Artificial Neural Network, which forms a sub-branch of
Artificial Intelligence, has been developed with inspiration
from the working structure of the human brain [11]. Artificial
Neural Network is a system developed through learning. It has
self-learning ability. In addition to learning, it has the ability to
relate data. It is difficult to realize what the Artificial Neural
Network can do in other programming languages
[12]. Therefore, Artificial Neural Network has been developed.

Artificial neural networks can be used to predict different
success rates. The advantages of this are the automatic learning
of the associated factors from the collected data without the
need for extra information. The artificial neural network can be
trained with historical data to find hidden loyalties in the data
and use them to predict them. In other words, artificial neural
networks are mentioned as a open model.

ANN consists of artificial nerve cells. The artificial nerve cell
structure is based on biological nerve cells. Artificial Neural
Network consists of three layers: input layer, hidden layer and
output layer [13]. The number of artificial nerve cells in the
input layer is equal to the input data. The data is processed in
the input layer and the processed data is transferred to the
hidden layer.
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The number of neurons in the hidden layer varies. After
processing the data from the hidden layer, it is transferred to the
output layer. The output layer is the last layer. As a result, the
network receives one or more inputs and outputs the number of
results. The data obtained in the output layer is the solution data
it generates to the problem [14].

The ANN consists of two sections, namely feed-forward and
feed-back, between artificial nerve cells. In the feed-forward
network, the data flows into the output section. In feed-back
networks, it does not consider only a forward flow. In feed-back
networks, output data is also being input data [15].

A data set is needed to train the Artificial Neural Network and
then perform to test process. The data which is not used in the
Artificial Neural Network training, it is used in the testing
phase. The actual output data is compared with the estimated
values and the average error is calculated. Input and output data
which is used in this study, they are shown in Figure 2 as a
three-layer Artificial Neural Network model.

.).
5o
72N
Temperature -> { ¥ _

-» Estimated load

Previous load -» .} )

output

hidden layer

Figure 2. Feedforward Artificial Neural Network Model

C. MODELING

Data set was obtained for the training of the Artificial Neural
Network. The data set was categorized according to day and
season. The data were used in the training and testing of ANN.
The Neural Network toolbox of MATLAB was used to train
ANN. Normalized formula in Equation 1 was applied to the
obtained data. Data between 0 and 1 were obtained.

_ X~ Xnmin
Y Xmax~Xmin @)

For example, the first category is handled on Tuesday,
Wednesday, Thursday and Friday of the winter season.
Turkey's Daily electricity consumption information for
electricity load will be used as the output data.

Load data for 2017 and 2018 were obtained. Input data,
temperature and historical load values were used. For example,
Tuesday's historical load data is considered as Tuesday's data
for the winter month of the previous week. In the test data, 2019
data were used.

E-ISBN: 978-605-68537-9-1

I1l. RESULTS

Estimated values were obtained by using Neural Network
application of MATLAB program. Category 2 (Tuesday,
Wednesday, Thursday and Friday - Spring) Neural Network
application as an example. Figure 3 in category 2, shows how
the values in each iteration change as a result of the training
using forward feed-back propagation in MATLAB program.

4 Meural Metwork Training (nntraintool) = B
Neural Network
Hidden Layer Output Layer
Input Output
2 o 0 ,
8 1
Algorithms
Data Division: Random  (dividerand)
Training: Gradient Descent with Momentum & Adaptive LR (traingd:)

Performance: Mean Squared Error  (mse)
Calculations:  MEX

Progress
Epoch: 0 1000 iterations 1000
Tirme: 00
Performance: 0.00457 M 0.00372 0.00
Gradient: 0.0300 [ 0.0243 1.00e-05
Validation Checks: 0 o34 | 1000
Plots
Performance (plotperform)
Training State (plottrainstate)
Regression (plotregression)
Plot Interval: D 1 epochs
v Opening Regression Plot
D Stop Training @ Cancel

Figure 3. Category 2, Education results of the developed model

As a result of the training, the performance was obtained as
0.00457 and a successful value was obtained.
Obtained Regression graph of Category 2 after learning in
MATLAB is shown in Figure 4. Error rates are evaluated in the
regression graph. At the same time, the success of the process
is indicated by the letter R (Regression). Expected target
success value is 1. It is seen that the value is very close to the
target value.

The regression values of Category 2 in Figure 4 are as
follows:

Training Regression: R=0.88387
Validation Regression: R=0.94426
Test Regression: R=0.73968

All: R=0.83443
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Training: R=0.88387 Validation: R=0.94426
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Figure 4. Category 2 Regression chart

After the network has been trained, the network is able to
generate estimated test data. After the test, it is necessary to
compare the test output data that the network estimates with the
actual values. Table 1 below provides a comparison of the
es