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PREFACE

International Conference on Engineering Technologies (ICENTE’24) was organized in
Konya, Turkey on 21-23 November 2024 by Selguk University Faculty of Technology and
cooperation with Sinop University Faculty of Engineering and Architecture.

The main objective of ICENTE’24 is to present the latest research and results of
scientists related to Biomedical, Computer, Electrical & Electronics, Mechanical, Mechatronic,
Metallurgical & Materials, Civil, Chemical, Industrial, Environmental, Geological and Mining
Engineering fields. This conference provides opportunities for the delegates from different
areas in order to exchange new ideas and application experiences, to establish business or
research relations and to find global partners for future collaborations.

All paper submissions have been double blind and peer reviewed and evaluated based
on originality, technical and/or research content/depth, correctness, relevance to conference,
contributions, and readability. Papers presented in the conference that match with the topics of
the journals will be published in the following journals:

» Artificial Intelligence Studies (AIS)

* Gazi Journal of Engineering Sciences (GJES)

* International Journal of Automotive Engineering and Technologies (IJAET)
* International Journal of Energy Applications and Technology (IJEAT)

* Selcuk University Journal of Engineering Sciences (SUJES)

* Intelligent Methods In Engineering Sciences (IMIENS)

* Turkish Journal of Mathematics and Computer Science (TIMCS)

* Positive Science International

At this conference, there are 172 paper submissions. Each paper proposal was evaluated
by two reviewers, and finally, 117 papers were presented at the conference from 4 different
countries with 69 local and foreign universities and organizations participating.

In particular, we would like to thank Prof. Dr. Hiiseyin YILMAZ, Rector of Selguk
University, conference scientific committee, session chairs, invited speakers, reviewers,
technical team, participants, and all our colleagues who have contributed. They have made a
crucial contribution to the success of this conference. Our thanks also go to our colleagues in
our conference office.

Prof. Dr. Sakir TASDEMIR

' Prof. Dr. Nurettin DOGAN
Editors
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Optimizing Power Distribution Systems with
Integrated Solar Plants, DSTATCOM, and EV
Charging Stations using Runge-Kutta Algorithm

MURAT CIKAN

Cukurova University, Adana/Turkey, mcikan@cu.edu.tr

Abstract - This study presents an innovative approach to power
distribution system optimization utilizing the state-of-the-art Runge-
Kutta Algorithm (RKO). The research addresses the complex
challenge of simultaneously allocating and sizing solar power plants
and DSTATCOM within the distribution network. Additionally, it
incorporates the strategic placement of 5 MW electric vehicle (EV)
charging station, acknowledging the growing importance of electric
mobility in modern power systems. The optimization process is
guided by a dual objective function that aims to minimize both power
losses and voltage deviations, thus enhancing overall system
efficiency and stability. By leveraging the RKO's advanced meta-
heuristic capabilities, this study offers a sophisticated solution to the
multifaceted problem of integrating renewable energy sources,
improving power quality, and accommodating emerging load
patterns. The results demonstrate the effectiveness of the proposed
methodology in achieving a balanced and optimized power
distribution system. This research contributes significantly to the
evolving field of smart grid management, providing valuable insights
for power system planners and operators in the context of increasing
renewable penetration and electrification of transportation.

Keywords — Power Distribution Network (PDN), DG Allocation,
Electric Vehicle (EV) Charging Stations, Allocation and Sizing,
Meta-heuristic Algorithm.

I. INTRODUCTION

he paradigm of modern power distribution networks has

undergone a fundamental transformation, driven by the
unprecedented integration of renewable energy sources, electric
vehicle (EV) charging infrastructure, and sophisticated power
electronics. This evolution has positioned Distributed
Generation (DG) systems, Distribution Static Synchronous
Compensators (DSTATCOMs), and EV charging facilities as
pivotal elements in the pursuit of enhanced grid reliability,
operational efficiency, and environmental sustainability. The
optimization of these components' placement and dimensioning
has emerged as a critical challenge in achieving multifaceted
operational objectives, including power loss minimization,
voltage stability enhancement, and the effective management of
stochastic load profiles and intermittent renewable generation
[1], 121, [3]:

The proliferation of DG installations, particularly
photovoltaic (PV) systems, represents a paradigmatic shift in
energy generation paradigms, offering substantial potential for
reducing carbon footprint and fostering energy independence
[3], [4]. Strategic deployment and sizing of PV units within

E-ISBN: 978-625-95385-8-7

distribution networks not only augments energy efficiency but
also facilitates improved voltage profiles through localized
active and reactive power injection. However, the inherent
variability of PV generation necessitates sophisticated control
mechanisms, exemplified by DSTATCOMs, to maintain robust
voltage stability and manage reactive power equilibrium.

DSTATCOMs have emerged as indispensable power quality
enhancement devices in contemporary distribution systems,
offering dynamic reactive power compensation capabilities
crucial for voltage stabilization under varying operational
conditions. These devices demonstrate exceptional efficacy in
addressing multiple power quality challenges, including
voltage fluctuations, phase imbalances, and harmonic
distortions. Their significance is particularly pronounced in
modern grid architectures characterized by high renewable
energy penetration and substantial EV charging demands.

The integration of EV charging infrastructure introduces
additional layers of complexity to distribution network
operations. These facilities present substantial and variable
power demands that can significantly impact network
congestion patterns, power loss profiles, and voltage stability
metrics. The strategic positioning and capacity optimization of
EV charging stations thus becomes paramount in ensuring their
seamless integration while maintaining optimal system
performance parameters [5], [6].

The concurrent optimization of these diverse system
components  necessitates  sophisticated = methodological
frameworks capable of addressing multiple, often conflicting,
objectives spanning power loss minimization, voltage stability
maximization, and economic viability. Advanced optimization
techniques, particularly those leveraging the Runge-Kutta
Algorithm (RKA) [7], have demonstrated remarkable efficacy
in navigating these complex solution spaces. These
methodologies incorporate comprehensive consideration of
network constraints, power boundaries, and spatial limitations
to derive solutions that optimize both technical performance
and economic feasibility [4].

This research presents a comprehensive optimization
framework for the concurrent placement and sizing of DG
systems (specifically PV units), DSTATCOMs, and EV
charging facilities within a 136-bus distribution network. The
proposed methodology emphasizes efficient resource
utilization while enhancing overall network operational
efficiency. The results demonstrate the effectiveness of this

November 21-23, 2024, Konya, TURKEY
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integrated optimization approach in achieving significant
reductions in power losses, enhanced voltage stability profiles,
and seamless integration of renewable energy sources and EV
charging infrastructure into distribution networks. This work
contributes to the growing body of knowledge addressing the
challenges of modern power distribution system optimization
and provides valuable insights for system planners and
operators.

II. FORMULAS

A. Constraints

The proposed optimization model incorporates key constraints to
ensure the technical feasibility and reliability of the power distribution
network [8]. These constraints are described in Eq.’s (1)-(3)

Iij < Iij,max (1)

Vmin S Vl =< Vmax (2)

3

The voltage current at each phase for every bus ‘i’ in the power
distribution network must remain within specified upper and lower
limits.

B. Fitness Function

The optimization framework developed in this study incorporates two
primary objective functions: power loss minimization and voltage
stability index (VSI) improvement. These objectives are critical for
enhancing the operational efficiency and reliability of the power
distribution system. One of the key goals of the optimization process
is to minimize active losses across the distribution network. Power loss
minimization directly contributes to reducing energy wastage and
improving the overall efficiency of the system [9].
Nor 2 2
P{glsr; = Z r(i‘k).<ka%Qk> (4)
k=1, k
_ 41VI* |C|ID|ISg] cos(dr + 8s) sin(Ss)

VSI = <1 )
[Ss 12 cos2iips + 8 )

Voltage stability is a critical measure of the system's ability to maintain
acceptable voltage levels under varying load and generation
conditions. The Voltage Stability Index (VSI) is used as a metric to
evaluate and improve the stability of the network.

C. 136-Bus Power Distribution Test System

The 136-Bus Test System [10], representing a complex power
distribution network, was employed to evaluate the
effectiveness of the optimization algorithm. This system
presents a network structure reflective of real-world scenarios,
enabling a rigorous assessment of algorithmic performance
[11]. The 136-bus system includes 156 branches, with 21 left
de-energized to maintain a radial configuration suitable for
distribution network operations, as shown in the circuit
diagram. The network comprises 107 spot loads, all modelled
as PQ loads, distributed across the buses. The total active and
reactive loads for the distribution line are 18.3 MW and 7.9
MVAR, respectively. Additionally, the system experiences

E-ISBN: 978-625-95385-8-7

total active and reactive power losses of 0.32037 MW and
0.70295 MVAR, respectively, across the distribution line. This
test setup provides a robust framework for examining
optimization solutions in power distribution contexts. The 136-
bus test distribution power system is given in Figure 1.

@G0 e OO0
@@@@oe@@ea

Figure 1: 136-Bus Power Distribution Network [10]

III. RUNGE-KUTTA ALGORITHM (RKA)

The Runge-Kutta optimizer (RUN) is a swarm-based
algorithm inspired by the mathematical principles of the Runge-
Kutta (RK4) method [7]. RUN employs RK4 slope calculations
to guide its population-based exploration and exploitation of the
decision space. The optimization process initializes a random
set of solutions within defined bounds, then iteratively evolves
these solutions using RK-based rules. RUN balances global and
local search strategies to efficiently identify promising areas
and converge toward the optimal solution, making it a robust
and mathematically-grounded optimization technique. Eq.’s are
given in (7) and (8).

1
ky = 2N, (randno. (Rworst — U-Xbest)) ©)

1
Kiy1 = T (randno. (Xworst — k. Ay randno,i) o
X

- (u' Xpest T ki' AX' randno,i+1))
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IV. RESULTS

In this study, the optimal placement and sizing of Electric
Vehicle Charging Stations (EVCS) and renewable energy
sources (Photovoltaic) were performed using the Runge-Kutta
Algorithm (RKA). The lower and upper boundary values for the
optimized equipment are presented in Table 1. The reactive
power component of the equipment was designed as a
DSTATCOM. Throughout the study, the instantaneous demand
power of the EVCS was determined based on 30% of the peak
load power of the network. The installed power generation
capacity of the PV panels is approximately 4 MW.

Table 1: Upper and Lower Boundary of Obj. Func. Variables

Variab. = WT = Active = Reactive EV Demand
Power Power Location Power
Size Size
Lb 2 0 -4 1 0
Ub 136 4 4 136 5

Table 2 provides a comprehensive summary of the allocation
and sizing of distributed generation (DG), DSTATCOM units,
and electric vehicle charging stations (EV) for the three
scenarios (Case-1, Case-2, and Case-3) considered in the study.
The table also includes the power losses (active and reactive)
for the 136-bus power distribution system before and after
optimization.

Table 2: Allocation and Sizing

. DG (MW) Losses
Case DG Location Dsatcom (MW+
Type (Bus No) (Mvar) i MVA)
EV (MW) '
Tnitial S 2 R L Ere
1PV 106 2.85303915
Case 1 1% Dstatcom 106 1.2100853.1 8551;‘93;—1
1 EV 100 5.00000000 ) )
1PV 106 2.84072266
1* Dstatcom 29 1.0583489.1
Case 2 I*EV 2 2.50000000 0.1825 +
2" pV 9 3.21369353 0.38642.i
2" Dstatcom 106 1.2100323.i
2MEV 100 2.50000000
1PV 106 2.82841181
1% Dstatcom 11 0.9440457.i
1 EV 64 2.00000000
2M PV 7 3.14030043
Case3 2" Dstatcom 29 1.0583487.1 83139992;:
2MEV 2 2.00000000 ’ '
34 PV 52 3.20690336
3 Dstatcom 106 1.2099932.i
34EV 52 1.00000000

In Case-1, a single PV unit, DSTATCOM, and EV charging
station were optimally located and sized. For instance, the PV
unit was placed at Bus 106 with a capacity of 2.853 MW, while
the DSTATCOM, also at Bus 106, contributed 1.21 MVAR of
reactive power. The EV charging station was allocated at Bus
100 with a demand of 5.0 MW. The optimization process led to
a reduction in power losses, with active and reactive losses
minimized to 0.2143 MVA and 0.45891 MVA, respectively.

In Case-2, two PV units, two DSTATCOMSs, and two EV
charging stations were optimally allocated. The PV units were
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placed at Buses 106 and 9, with capacities of 2.841 MW and
3.214 MW, respectively. DSTATCOMs were installed at Buses
29 and 106, contributing 1.058 MVAR and 1.21 MVAR,
respectively. The EV charging stations were positioned at
Buses 2 and 100, each with a demand of 2.5 MW. This
configuration further reduced power losses to 0.1825 MVA
(active) and 0.38642 MVA (reactive).

In Case-3, three PV units, three DSTATCOMs, and three EV
charging stations were strategically located and sized. The PV
units were assigned to Buses 106, 7, and 52, with capacities of
2.828 MW, 3.140 MW, and 3.207 MW, respectively. The
DSTATCOMs were installed at Buses 11, 29, and 106, with
contributions 0f 0.944 MVAR, 1.058 MVAR, and 1.21 MVAR,
respectively. The EV charging stations were placed at Buses 64,
2, and 52, with respective demands of 2.0 MW, 2.0 MW, and
1.0 MW. This scenario achieved the lowest power losses,
reducing active and reactive losses to 0.1492 MV A and 0.30991
MVA, respectively.

Table 3 illustrates the improvements in voltage stability,
minimum voltage, and power loss reduction achieved by
optimizing the allocation of DG equipment in the system. It
provides a comparative analysis of the Voltage Stability Index
(VSI), the minimum voltage (in p.u.), and the percentage
reduction in active and reactive power losses across different
cases.

Table 3: Voltage stability index

Voltage  Minimum Loss
Case Stability Voltage Reduction
Index pu] (%)
.. 0.931 p.u.
Initial 3.182e-1 Bus-117
0.9711 pu 33.11%
Case 1 2.61e-1 Bus-85 34.71%
0.971 p.u. 43.04%
Case 2 1.49¢-1 Bus-85 45.03%
0.971 p.u. 53.43%
Case 3 1.374e-1 Bus-85 55.01%

In Case-1, the VSI improved to 0.261, highlighting enhanced
network stability. The minimum voltage increased significantly
to 0.9711 p.u., measured at Bus 85. Moreover, the optimization
process reduced active and reactive power losses by 33.11%
and 34.71%, respectively.

In Case-2, further enhancements were observed, with the VSI
reaching a positive value of 0.149, demonstrating a significant
improvement in system stability. The minimum voltage
remained stable at 0.971 p.u., still at Bus 85. The reductions in
active and reactive power losses were recorded as 43.04% and
45.03%, respectively.

In Case-3, the VSI showed maximum improvement, reaching

0.1374, reflecting a highly stable network. The minimum
voltage remained consistent at 0.971 p.u. at Bus 85. This
scenario achieved the highest reduction in power losses, with
active and reactive losses minimized by 53.43% and 55.91%,
respectively.
These results confirm the effectiveness of the proposed
optimization methodology in improving voltage stability,
minimizing power losses, and enhancing the overall
performance of the 136-bus distribution system.
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V. CONCLUSION

This research presents a sophisticated optimization
framework for the strategic deployment and dimensioning of
multiple grid components—Distributed Generation (DG) units,
Distribution Static Synchronous Compensators
(DSTATCOMs), and Electric Vehicle Charging Stations
(EVCS)—within a 136-bus distribution infrastructure. The
methodology demonstrates exceptional efficacy in achieving
multifaceted objectives: power loss minimization, voltage
stability enhancement, and overall system efficiency
optimization across diverse operational scenarios.

The empirical results validate the robustness of the proposed
optimization strategy through a progressive analysis of three
distinct configurations. In the initial configuration (Case-1), the
integration of singular units of PV, DSTATCOM, and EVCS
yielded substantial improvements in system performance
metrics. Notably, active and reactive power losses were
significantly curtailed to 0.2143 MVA and 0.45891 MVA,
respectively. The enhancement in voltage profiles was
particularly remarkable, with the minimum voltage elevated to
0.9711 p.u., demonstrating the effectiveness of strategic
component placement in maintaining voltage stability.

The intermediate configuration (Case-2) further exemplified
the scalability of the proposed methodology through the
integration of additional component sets. This enhanced
configuration achieved more pronounced reductions in system
losses, with active and reactive components diminishing to
0.1825 MVA and 0.38642 MVA, respectively. A notable
improvement in the Voltage Stability Index (VSI) to 0.149 was
observed, while maintaining the minimum voltage at 0.971 p.u.,
thereby ensuring robust voltage support across the network
infrastructure.

The optimal configuration (Case-3), incorporating three units
each of PVs, DSTATCOMs, and EVCSs, demonstrated
superior performance metrics across all evaluation criteria. This
configuration achieved unprecedented reductions in active and
reactive power losses to 0.1492 MVA and 0.30991 MVA,
respectively, while further enhancing the VSI to 0.1374. These
results underscore the methodology's capability in managing
complex power distribution systems while maintaining optimal
performance parameters.

The comprehensive analysis of these results illuminates
several critical insights regarding modern power distribution
network optimization:

1- The strategic placement and sizing of grid components
significantly influence system performance metrics

2-  Progressive integration of multiple units demonstrates
consistent improvements in system efficiency

3- The optimization framework exhibits robust
scalability and adaptability across varying system
configurations

4- Voltage stability and power loss reduction objectives
can be simultaneously achieved through strategic
component placement
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These findings carry substantial implications for the
evolution of smart grid infrastructures, particularly in contexts
characterized by increasing renewable energy integration and
growing electric vehicle adoption. The proposed methodology,
leveraging advanced optimization techniques including the
Runge-Kutta Algorithm, establishes a robust framework for
addressing contemporary challenges in power distribution
systems.

This research contributes significantly to the evolving body
of knowledge in power distribution system optimization,
providing both theoretical insights and practical methodologies
for enhancing grid performance in the context of increasing
renewable energy penetration and electrified transportation
infrastructure.

ACKNOWLEDGMENT

This work was supported by the Scientific and Technological
Research Council of Turkey (TUBITAK) under Grant No.
124E002 (1001-Project). The author gratefully acknowledges
TUBITAK for their valuable support.

During the preparation of this work the author(s) used ChatGPT
4.0-mini in order to refine the English wording of certain
phrases. After using this tool/service, the author reviewed and
edited the content as needed and take(s) full responsibility for
the content of the publication.

REFERENCES

[1] M. Cikan and N. N. Cikan, “Optimum allocation of multiple
type and number of DG units based on IEEE 123-bus
unbalanced multi-phase power distribution system,”
International Journal of Electrical Power & Energy Systems,
vol. 144, p- 108564, 2023, doi:
https://doi.org/10.1016/j.ijepes.2022.108564.

[2] N. Nacar Cikan and M. Cikan, “Reconfiguration of 123-bus
unbalanced power distribution network analysis by
considering minimization of current & voltage unbalanced
indexes and power loss,” International Journal of Electrical
Power & Energy Systems, vol. 157, p. 109796, 2024, doi:
https://doi.org/10.1016/j.ijepes.2024.109796.

[3] M. Cikan, “Cita optimizasyon algoritmasi kullanarak kismi
golgelenme altindaki fotovoltaik sistemlerde maksimum gii¢
noktas: izleyicisinin tasarlanmasi,” Gazi Universitesi
Miihendislik Mimarlik Fakiiltesi Dergisi, vol. 40, no. 1, pp.
555-572, 2024, doi: 10.17341/gazimmfd.1183267.

[4] M. Cikan and K. Dogansahin, “A Comprehensive Evaluation
of Up-to-Date Optimization Algorithms on MPPT
Application for Photovoltaic Systems,” Energy Sources, Part
A: Recovery, Utilization, and Environmental Effects, vol. 45,
no. 4, pp. 10381-10407,  Oct. 2023,  doi:
10.1080/15567036.2023.2245771.

[5] M. Cikan and N. Nacar Cikan, “Elektrikli Arag¢ Sarj
Istasyonlarmin Enerji Dagitim Hatlarina Optimum Sekilde
Konumlandirilmas1”  Kahramanmarag Siiteii  Imam
Universitesi Miihendislik Bilimleri Dergisi, vol. 27, no. 2, pp.
340-363, 2024, doi: 10.17780/ksujes.1365209.

[6] K. Aygil, M. Cikan, T. Demirdelen, and M. Tumay,
“Butterfly optimization algorithm based maximum power
point tracking of photovoltaic systems under partial shading
condition,” Energy Sources, Part A: Recovery, Utilization,

November 21-23, 2024, Konya, TURKEY


https://doi.org/10.1016/j.ijepes.2022.108564
https://doi.org/10.1016/j.ijepes.2024.109796

International Conference on Engineering Technologies (ICENTE' 24)

[10]

[11]

and Environmental Effects, pp. 1-19, Oct. 2019, doi:
10.1080/15567036.2019.1677818.

I. Ahmadianfar, A. A. Heidari, A. H. Gandomi, X. Chu, and
H. Chen, “RUN beyond the metaphor: An efficient
optimization algorithm based on Runge Kutta method,”
Expert Syst Appl, vol. 181, p. 115079, 2021, doi:
https://doi.org/10.1016/j.eswa.2021.115079.

M. Cikan and B. Kekezoglu, “Comparison of metaheuristic
optimization techniques including Equilibrium optimizer
algorithm in power distribution network reconfiguration,”
Alexandria Engineering Journal, vol. 61, no. 2, pp. 991-1031,
2022, doi: https://doi.org/10.1016/j.a¢].2021.06.079.

K. Dogangahin and M. Cikan, “A new line stability index for
voltage stability analysis based on line loading,” vol. 1, no. 1,
pp. 23-30, 2023, doi: 10.14744/cetj.2023.000.

J. R. S. Mantovani, F. Casari, and R. A. Romero,
“Reconfiguragdo De Sistemas De Distribuicdo Radiais
Utilizando O Critério De Queda De Tensédo,” 2000.

F. Akin, M. Cikan, O. Arikan, and B. Kekezoglu,
“Optimizing Distribution Network Reconfiguration for
Power Loss and Fault Current Management,” Miihendislik
Bilimleri ve Aragtirmalar1 Dergisi, vol. 6, no. 2, pp. 188197,
2024, doi: 10.46387/bjesr.1501986.

E-ISBN: 978-625-95385-8-7

November 21-23, 2024, Konya, TURKEY


https://doi.org/10.1016/j.eswa.2021.115079
https://doi.org/10.1016/j.aej.2021.06.079

International Conference on Engineering Technologies (ICENTE' 24) 6

Optimization of a 69-Bus Power Distribution
System Using Reconfiguration and the Runge-
Kutta Algorithm for Multi-Objective Power
Loss and Voltage Deviation Minimization

NISA NACAR CIKAN!
! Cukurova University, Electrical and Electronics Engineering Department, Adana/Tiirkiye, ncikan@cu.edu.tr

Abstract - This paper presents the optimization of a 69-bus
power distribution system utilizing a reconfiguration technique.
Two key objective functions are considered: the minimization of
active power loss and the reduction of voltage deviation index. The
optimization process leverages the Runge-Kutta algorithm,
applied as a state-of-the-art metaheuristic approach. Both single
and multi-objective optimization scenarios are examined, allowing
for a comprehensive evaluation of the system's performance. The
results demonstrate significant improvements in both power loss
and voltage deviation, highlighting the effectiveness of the
proposed method for enhancing distribution system efficiency and
stability.

Keywords - Reconfiguration, Power distribution network,
Metaheuristic search algorithm, Power loss minimization.

I. INTRODUCTION

OWER distribution networks (PDN) connect load centers

and generation centers through transmission lines. The goal
of PDN is to deliver the generated energy to consumers at a
specific voltage level while minimizing losses. This is achieved
through reconfiguration by switching switches so that energy is
delivered to consumers at a given voltage ratio and with
minimum losses. The state of these switches is switched by
normally closed sectionalized switches (SS) and normally open
tie switches (TS) [1,2].

The reconfiguration study has been performed using
different methods in the literature. For example, Baran and Wu
[3] used the branch exchange method, while Ventagesh et al [4]
used the evolutionary programming method. Subsequently,
many researchers have tried to solve the reconfiguration
problem in PDNs by developing different methods [1,2]. In this
paper, a metaheuristic algorithm, Runge-Kutta algorithm, is
used to solve the reconfiguration problem in a 69-bus PDN. The
objective is to improve the voltage profile by minimizing the
active power loss.

The paper is organized as follows: In Section II, technical
details of the 69-bus test system are provided, and the problem
formulation is presented. Section III explains the Runge-Kutta
algorithm. Section IV presents the obtained results, and finally,
the conclusion is given.
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II. 69-BUS POWER DISTRIBUTION NETWORK

The 69-bus power distribution network is a commonly used test
system that provides power transmission with 69 bus nodes as
shown in Figure 1. IEEE 69-bus test system consists of 5 TSs,
68 SSs, 73 branches. Total substation load is 3802.2 kW and
2694.6 kVAR [1].

38 sl sn

"
(n)
ot s]
sl sl sol E‘

Figure 1. IEEE 69-bus test system [1]

A. Problem Formalization
The power loss minimization formula is presented in Equation

1 [1].
Pﬁglsg = (Z:\,Ili);l, I‘(l,k) (%) SW(I,k)) (1)

Voltage stability index calculation formula is given in Equation
2 [1].

4[V;|2|C||D||Sk| cos(@g+8s).sin (5;)
[Sil2.cos?(@;+8k)

VSI =

<1 2)

There are many different voltage stability index calculation
methods in the literature. However, most of these calculations
neglect various parameters or are based on assumptions. In this
study, an index based on line loading and taking into account
many characteristics of the line is used [5]. This index produced
consistent results under all loading scenarios [5].

The current limit formula is shown in Equation 3 [1].
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iy <L§* Vo € {ab,c}, Vi€ Branches 3)
The voltage fluctuation formula is given in Equation 4 [1].

me <Vig <Vig~, Vo € {ab,c}, Vi€ Buses 4)

The calculation of the power in the system is presented in
Equation 5 [1].

N N N
Z T Pl Gen — z:1 L1<)ad PQ)Load + Z Fpanch Pl Loss +
equlpment
Z Pl Loss >
v € {ab,c} (5)

The formula for transformer is shown in Equation 6 [1].
Xtrfmm < Xl@trf < Xtrfmax Vcb c {a’ b, C} (6)
The total power formula is given in Equation 7 [1].

Sigline < Sipine- V¢ € {a,b,c}, Vi€ Lines (7)

III. RUNGA-KUTTA ALGORITM

The Runge-Kutta method is a widely used method, especially
for numerical solutions of differential equations [6]. This
method estimates the solution of the equation step by step,
calculating the slope of the curve at each step from several
different points. The most widely used fourth order Runge-
Kutta method (RK4) provides high accuracy by taking slope
values at four different points at each step and combining them
with specific weights. One of the major advantages of the
Runge-Kutta method is that it uses only function values while
providing high accuracy; therefore, it does not require more
complex higher-order derivative calculations [6]. Thus, in this
study, the RK method was preferred to achieve precise results
in solving the reconfiguration problem in the 69-bus PDN.

IV. RESULTS AD DISCUSSIONS

The power flow results before and after reconfiguration is
shown in Figure 2. Before reconfiguration, the active power
loss is 224. 9 kW and the reactive power loss is 102.2 kVAR,
respectively. After the optimization and reconfiguration
process, the active power loss is reduced to 98.5 kW and the
reactive power loss is decreased to 92 kVAR. This resulted in a
significant improvement in the power loss in the PDN.

E-ISBN: 978-625-95385-8-7

Active Power Flow Before/After Reconfiguration

?
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Bus Number

Figure 2. Active power results before/after reconfiguration

Figure 3 shows the bus voltage values before and after the
optimization process. The reconfiguration process was
performed using the Runge Kutta Algorithm.

69-Bus Voltage profile
1.02 T T g l?

—— Before Reconfig
——f&—— Post-reconfig

Voltage (pu)

0.9 I I I L 1 1
0 10 20 30 40 50 60 70

Bus Number
Figure 3. Voltage profile before and after reconfiguration

By analyzing Figure 3, it becomes clear that voltage levels have
improved across all buses, except for buses between 40 and 49
Notably, the voltage has risen from 0.91 p.u. to 0.95 p.u,
showing a positive impact on the network's overall voltage
stability, with the majority of buses experiencing benefits from
the optimization process.

V. CONCLUSION

In conclusion, this study emphasizes the effectiveness of the
Runge Kutta Algorithm in optimizing a 69-bus Power
Distribution Network, with a focus on two main goals:
improving the VSI and reducing active power loss. The results
reveal significant improvements in the system's performance
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through network reconfiguration, highlighting the benefits of
optimized network topologies in power systems. The Pareto
front produced by the multi-objective optimization clearly
illustrates the trade-off between minimizing power loss and
boosting voltage stability, making it an essential tool for
decision-making by system operators.
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Simultaneous Wind Turbine and EV Charging
Station Allocation in a 33-Bus System Using the
Slime Mould Algorithm for Power Loss
Minimization and Voltage Profile Improvement
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Abstract - This study presents an advanced optimization
approach for the simultaneous allocation and sizing of wind
turbines and electric vehicle (EV) charging stations in a 33-bus
distribution system. The primary objective is to minimize active
power losses while improving the voltage profile, ensuring optimal
integration of renewable energy sources and EV infrastructure. To
solve this complex multi-objective problem, the Slime Mould
Algorithm (SMA), a state-of-the-art metaheuristic, is employed
due to its robust performance in distributed generation (DG)
allocation. The proposed method demonstrates superior results in
enhancing system efficiency and voltage stability, offering a
promising solution for sustainable energy integration into modern
power grids.

Keywords - DG allocation, Power distribution network,
Electrical vehicle charge stations, Optimization.

I. INTRODUCTION

HE integration of renewable energy sources and electric

vehicle (EV) infrastructure in modern power systems is
crucial for meeting rising energy demands while promoting
environmental sustainability. However, adding these resources
to distribution systems requires complex planning; the correct
placement and sizing of distributed generation (DG) resources
are essential factors directly influencing system performance
[1-5]. Improper allocation can lead to unwanted power losses in
distribution networks, whereas optimal DG placement
minimizes active power losses and strengthens voltage stability.
Thus, the simultaneous allocation of wind turbines and EV
charging stations presents a complex optimization problem that
plays a key role in achieving sustainability objectives.

This study aims to minimize active power losses and improve
the voltage profile in an IEEE 33-bus distribution system by
optimally placing and sizing wind turbines and EV charging
stations. To address this challenge, the Slime Mould Algorithm
(SMA) [6], an advanced metaheuristic method, is employed.
SMA is chosen for its robust ability to explore large solution
spaces effectively, providing superior performance in DG
allocation. The algorithm offers significant advantages in
improving the voltage stability and reducing power losses, thus
supporting the efficiency and reliability of distribution systems.
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The rest of this paper is structured as follows: Section 2 presents
the 33-bus distribution system model and outlines the
constraints considered in this study. Section 3 provides a
detailed overview of the Slime Mould Algorithm (SMA) and its
application to this optimization problem. Section 4 presents the
simulation results and analyzes their implications for system
performance. Section 5 wraps up the paper by summarizing the
findings and their potential impact on future power distribution
systems.

II. 33-BUS POWER DISTRIBUTION NETWORK

The IEEE 33-bus distribution system finctions as a critical
benchmark for analyzing the performance of power distribution
networks. It consists of 33 buses, 37 branches, one feeder, five
tie switches (T.S.), and 32 sectionalizing switches (S.S.),
making it a typical configuration for simulating real-world
distribution systems. The total active power demand of the
system is 3.72 MW, while the reactive power demand stands at
2.3 MVAR. Under this configuration, the network experiences
active power losses of 202.6771 kW and reactive power losses
of 135.14 kW. The Figure 1 shows the 33-bus PDN.

OO®

| si9] s20 Imlu
® @ @ @

Figure 1: 33-bus power distribution network [1].

III. PROBLEM FORMULUZATION

The purpose of this study is to enhance power loss and to
enhance the voltage stability index after DG allocation in a 33-
bus PDN. Thus, the power loss calculation formula is given in
Equation 1 [1].

2

; Npr Py +Qi”
Pﬂglsg = (Zi,li):l, r(lk) (7]{\;2]( ) SW(I_k)) (D

Voltage stability index calculation formula is provided in
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Equation 2 [1].

4|V{|?|C|ID||Sk| cos(@+8s)-sin (8;)

VSl = [Si|2.cos?(@;+8))

<1 @)

Other constraints, such as voltage limits, current limits,
transformer operator limits, etc., can be found in detail in
references [1] and [2].

IV. SLIME MOULD ALGORITHM

The Slime Mould Algorithm (SMA), proposed by Li et al. in
2020 [6], is a recent swarm intelligence algorithm that has
garnered significant attention from the research community. It
draws inspiration from the food-capturing behavior of
physarum polycephalum, a species of slime mould. This
organism expands in a fan-shaped pattern, covering multiple
points to search for food, and forms a venous network to
connect these points. The venous network demonstrates a
unique ability to contract, guided by rhythmic feedback from
individual slime bacteria. This mechanism allows it to
dynamically modify its spread and enhance the efficiency of the
network. Slime moulds tend to concentrate in areas with higher
food densities, which is why the algorithm simulates this
behavior. In the mathematical model, the optimization
problem’s decision space reflects the environment in which the
slime molds survive. The objective function assesses the food
concentration at different points within this environment, with
the globally optimal solution representing the location of the
highest food concentration. SMA is a swarm intelligence
approach where each solution candidate corresponds to an
individual slime mold. These molds interact through a feedback
system, both positive and negative, forming a venous network
that supports cooperation and competition among them.
Through repeated iterations, the population continuously seeks
the optimal food source within its environment, and this search
process is mapped to the optimization problem as the algorithm
pursues the best solution.

In this study, SMA was chosen for its high performance in
complex optimization problems such as DG allocation, due to
its ability to effectively explore the solution space and provide
optimal results.

V. RESULTS AND DISCUSSION

Table 1 shows the different cases that are applied in this
work.

Table 1.
Case DG Type Location Size of DG/ | Power
(Bus No) EV (kW) Factor

Initial | woPV [ -

Case 1 1*WT 6 3510.797 0.867238
I*EV 6 500 1.00

Case 2 1 WT 13 1400.383 0.959451
1"EV 2 500 1.00
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2" WT 30 1530.990 0.750952
2MEV 13 500 1.00
Case 3 " WT 30 1849.176 | 0.836318
I*EV 30 500 1.00
2" WT 24 1229.8028 0.906893
2MEV 2 500 1.00
34 WT 13 866.3456 0.906739
34EV 2 500 1.00
Table 2.
pActive ) Minimum | Bus Loss
Case (1:‘{’;]5) fctive (kvar) | Voltage No at | Reduction
(pu) vmin (%)
Initial 202.68 135.14 0'913104 18 0.00
—0.50
09672 69.724 %
Casel | 61.363 48.365 —0.520 18 64.211 %
0.9802 85.315 %
Case2 | 29.762 21.028 —017° 25 84.439 %
93.491%
Case3 | 13.192 | 10.542 2‘%922?) 8 92.199 %

According to the data in the table, the strategic placement of
distributed generation (DG) and electric vehicle (EV) charging
stations significantly reduces power losses in the power system
and improves voltage stability. In the initial scenario (Initial),
there is no DG or EV connection in the system. In this case, the
active power loss is 202.68 kW, reactive power loss is 135.14
kVar, voltage stability index is 37.9e-3, and the minimum
voltage is 0.9131 p.u. This scenario serves as a reference for
comparison with other cases.

In Case 1, a wind turbine and an EV charging station are
added to the system. A wind turbine with a power rating of
3510.797 kW and a power factor of 0.867238, along with a 500
kW EV charging station with a power factor of 1.00, are
connected to bus 6. Consequently, the active power loss drops
to 61.363 kW, and the reactive power loss reduces to 48.365
kVar. This configuration provides a 69.724% reduction in
active power losses and a 64.211% reduction in reactive power
losses. Furthermore, the minimum voltage level rises to 0.967

p-u.

In Case 2, two wind turbines and one EV charging station are
added. A 1400.383 kW wind turbine with a power factor of
0.959451 is linked to bus 13, a 500 kW EV charging station
with a power factor of 1.00 is linked to bus 2, and another
1530.990 kW wind turbine with a power factor of 0.750952 is
added to bus 30. This setup decreases the active power loss to
29.762 kW and the reactive power loss to 21.028 kVar. In this
case, there is an 85.315% reduction in active power losses and
an 84.439% reduction in reactive power losses. The minimum
voltage level also increases to 0.980 p.u., indicating improved
voltage stability in the system.

Finally, in Case 3, three wind turbines and three EV charging

stations are integrated into the system. A 1849.176 kW wind
turbine with a power factor of 0.836318 and a 500 kW EV
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charging station with a power factor of 1.00 are linked to bus
30; a 1229.8028 kW wind turbine with a power factor of
0.906893 is linked to bus 24; an 866.3456 kW wind turbine with
a power factor of 0.906739 is linked to bus 13; and two EV
charging stations, each with a power rating of 500 kW and a
power factor of 1.00, are linked to bus 2. With this
configuration, the active power loss decreases to 13.192 kW,
and the reactive power loss drops to 10.542 kVar. The active
power losses are reduced by 93.491%, while the reactive power
losses decrease by 92.199%. The minimum voltage level is
recorded at 0.992 p.u., showing a substantial improvement in
system voltage stability.

Overall, the results in the table indicate that the placement of
DG and EV units significantly reduces system losses and
enhances voltage stability. Strategically positioning DG and EV
sources is an effective method for minimizing losses and
ensuring voltage stability in power systems.

VI. CONCLUSION

This study proposed a comprehensive optimization approach
for the simultaneous allocation and sizing of wind turbines and
electric vehicle (EV) charging stations in a 33-bus distribution
system. Employing the Slime Mould Algorithm (SMA), a
cutting-edge metaheuristic, the research successfully addressed
the complex multi-objective challenge of reducing active power
losses while enhancing voltage stability. The results
demonstrate that strategic placement and sizing of distributed
generation (DG) resources, specifically wind turbines and EV
charging stations, significantly improve the efficiency and
stability of the distribution network.

The findings reveal that optimal DG and EV integration leads
to considerable reductions in power losses and improvements
in the voltage profile, confirming the effectiveness of SMA in
handling complex DG allocation problems. The scenarios
examined in this study show substantial improvements in
system performance, with notable reductions in active and
reactive power losses and enhancements in minimum voltage
levels across various cases. These results highlight the potential
of SMA as a powerful tool for achieving sustainable energy
integration in modern power grids, paving the way for more
resilient and efficient distribution systems.

The methodology and outcomes of this research provide
valuable insights for the optimal planning of renewable energy
and EV infrastructure in power systems. By demonstrating the
advantages of SMA in a real-world distribution network model,
this study establishes a promising framework for future studies
and real-world applications focused on improving sustainability
and reliability of power distribution networks.
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Abstract - The impact of climate change on transportation
systems is becoming increasingly significant, with railways being
particularly susceptible. In this context, rail thermal buckling
(RTB) is a critical issue that can lead to track deformation,
heightening the risk of train derailments and accidents. High-
speed railway systems are especially vulnerable due to their strict
geometric tolerances. As global temperatures rise, RTB incidents
are expected to become more frequent, necessitating engineering
solutions to mitigate these risks. Despite its importance, academic
studies on RTB remain limited, particularly regarding regional
variations. This study employs ANSYS finite element modeling to
assess the technical factors contributing to RTB across various
regions of Tiirkiye. By calculating the difference between Stress-
Free Temperature (SFT) and predicted maximum rail
temperatures, the study identifies the cities with the highest risks.
A 36-meter rail model was developed, and rail stress and buckling
risk factors were analyzed using ANSYS static structural, steady-
state thermal, and eigenvalue buckling modules. Results show a
clear correlation between SFT and maximum rail temperature
differences and RTB risk. Cities like Sivas, where this difference
exceeds 42°C, are at the highest risk. In contrast, cities with higher
rail temperatures but smaller differences between SFT and
predicted minimum rail temperatures, such as izmir, exhibit lower
RTB potential.

Keywords - Railway, Sun Kink, Climate Change, Finite Element
Analysis, Eigenvalue Thermal Buckling.

I. INTRODUCTION

LIMATE change is adversely affecting railways, just as it

impacts other modes of transportation. In this context, rail
temperature plays a critical role in railway safety, and one of
the major issues associated with it is Rail Thermal Buckling
(RTB), also known as "sun kink" in the U.S. [1-3].

RTB incidents, generally defined as 'the warping of rails
under thermal stress,' have historically been observed mainly in
desert or extreme continental climates. However, with the
impact of global warming and climate change, reports of these
incidents have increased in a wider geographical area [2, 3].
Recent statistics show that rail buckling incidents have risen in
proportion to global warming over the years [4-8]. In the U.S.
alone, more than 2,100 rail buckling events have been recorded
in the past 40 years [8]. The risk is expected to grow, with
predictions indicating that these incidents will double every 30
years based on meteorological data [9]. This problem is
especially dangerous for high-speed railway systems, where
strict geometric tolerances are mandatory.

E-ISBN: 978-625-95385-8-7

Figure 1: RTB-related accident in Pazarcik, Kahramanmaras [10].

Another significant factor contributing to the rise in RTB
incidents is the use of continuously welded rails (CWR) and
long welded rails (LWR) in modern railway systems [3, 11].
Previously, bolted rail joints, which allowed rails to expand and
contract with temperature changes, were commonly used. In
contrast, modern rail systems utilize CWR and LWR, which
offer benefits like high speeds, low maintenance, and improved
comfort [11]. However, when rail temperature exceeds the
Stress-Free Temperature (SFT) and reaches the Critical Rail
Temperature (CRT), RTB incidents may occur, potentially
leading to derailments if safety measures like speed restrictions
are not implemented in time [2, 3]. Additionally, improper SFT
calibration and inadequate rail stress management during
construction or maintenance can result in excessive
compressive forces causing buckling in hot weather or tensile
forces leading to rail breaks in cold conditions [3].

In essence, RTB incidents lead to increased maintenance
needs, higher costs, derailments, and severe accidents.

November 21-23, 2024, Konya, TURKEY



13

International Conference on Engineering Technologies (ICENTE' 24)

Furthermore, this challenge is anticipated to intensify in the
future as climate change continues to amplify its effects. The
rise in these incidents has prompted engineers to seek solutions
for mitigating RTB risks. However, despite the urgency of this
issue, research on the topic remains limited, particularly
regarding regional variations. This study calculates SFT values
for various cities in Tiirkiye and compares RTB risks using
finite element analysis. The aim of this research is to raise
awareness and provide guidance for industry professionals
facing this issue, as well as for potential researchers seeking
effective solutions.

II. METHOD

In this study, ANSYS finite element analyses were used to
investigate the technical background of RTB. The analysis
utilized the highest and lowest air temperatures recorded in
various Turkish cities over the past 50 years (Table 1), along
with the estimated maximum and minimum rail temperatures
and SFT values from [11]. We also calculated the difference
between the maximum rail temperature and the SFT, which is
added to the last column of Table 1. The following sections will
present finite element analyses and interpretations based on the
significance of this difference.

Table 1: Thermal parameters in various cities in Tiirkiye (°C) [11].

City N;?:' M.in. air/ | Max. rail SFT Diffe-
rail temp. temp. rence
temp.
Samsun 38.3 -8.1 57.5 29.7 27.8
[zmir 42.7 -6.4 64.1 33.8 30.2
Istanbul 40.5 -13.9 60.8 28.4 323
K.Maras 443 -9.6 66.5 334 33.0
Adana 45.6 -8.1 68.4 35.2 333
Eskisehir 40.6 -23.8 60.9 23.6 374
Ankara 40.8 -24.4 61.2 23.4 37.8
Konya 40.6 -26.5 60.9 22.2 38.7
Erzurum 35.6 -37.0 534 13.2 40.2
Sivas 40.0 -34.6 60.0 17.7 423

As shown in Fig. 1, a finite element model (FEM) was
developed for a railway line with two parallel 36-meter rails and
60 sleepers. The rails have elasticity modulus of 200 GPa, a
Poisson's ratio of 0.3, and a density of 7.85 kg/mm?, while the
sleepers have elasticity modulus of 37 GPa, a Poisson's ratio of
0.18, and a density of 2.4 kg/mm?, respectively. The thermal
expansion coefficient for both is 1.2 x 107° °C™'. The 36-meter

length was chosen to reduce computational time. As these
parameters will remain constant in subsequent analyses, they
are sufficient for reasonably comparable results.

Ansys

2024 R2

Figure 1: Prepared FEM for a 36-meter rail superstructure.

Subsequently, as shown in Fig. 2, ballast modeling was
conducted in the ANSYS Static Structural Module, utilizing
elastic supports of 0.15 N/mm? for the bottom surfaces and
0.015 N/mm? for the lateral surfaces of sleepers [12]. Finally,
both ends of the 36-meter rails were modeled as fixed supports
to restrict thermal expansion, simulating rail weld joints.

[ Elastic Support: 0,15

S,

B Elsstic Support 3 15¢-002

Figure 2: Ballast modeling.

The project schematic of the prepared ANSYS model is
shown in Fig. 3. As seen, thermal modeling of the track was
conducted at the SFT values from Table 1 using the Steady-
State Thermal module (Fig. 3, Column A). Next, boundary
conditions were modeled with the Static Structural module (Fig.
3, Column B). After confirming that the stress in the rails at the
SFT is approximately zero, temperatures above the SFT were
modeled again using the Steady-State Thermal module (Fig. 3,
Column C). Rail thermal stress values were then determined
with the Static Structural module (Fig. 3, Column D). Finally,
the RTB risk factor was calculated using the Eigenvalue
Buckling module (Fig. 3, Column E).

- A hd B hd c - D - E

2 & Engineering Data v o2 & EngnesringData  + .2 & Enginesring Dats v g2 & EngineeringData + 2 & Engineering Data v 4
3 & ceometry U E Geometry W s E Geometry A Geometry v g——a3 [E Geometry v 4
4 @@ Mode v ———W 4 @ Model v ,——M4 @@ Modd v s——M3 @ Model v s——W3 @ Model v
5 @@ setup v o4 —a5 @ setup v 4 5 @ setup v o4 o5 @ setup v o4 ~o5 @ Setupn v 4
6 Solution A 6 @3 Solution v 4 6 {3 Solution e 6 |3 Solution A 6 @ Solution v 4
7 @ Results v 4 7 @ Results v 4 7 @ Results v 4 7 @ Results v 4 7 @ Results v a4

Thermal Modeling @ SFT Modeling of Boundary Conditions

Thermal Modeling @ SFT + (27 to 43)

Analysis of Thermal Stresses RTE Rizk Analysis

Figure 3: Project schematic of the ANSYS finite element model.
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Figure 4: The first buckling mode shape of the railway in Sivas at the expected maximum temperature (60 °C).

III. RESULTS

Using the finite element method (FEM) detailed in the
previous section, analyses have been conducted based on the
potential maximum rail temperatures in the cities listed in Table
1, and RTB risks have been compared. In Sivas, which has the
highest 'difference' value among the cities in Table 1, the
Eigenvalue Buckling analysis for the expected maximum rail
temperature of 60 °C has revealed the first buckling mode shape
shown in Fig. 4. These analyses have been performed for all
cities in Table 1, and the aggregated results related to stresses
in the rails and RTB risk factors are illustrated in Fig. 5. In this
study, the parameter referred to as the RTB factor corresponds
to the Linear Load Multiplier in ANSYS, indicating that as this
value decreases, the risk of buckling increases. Indeed, a review
of the graphs in Fig. 5 shows that as the RTB factor decreases,
the equivalent stress in the rails increases inversely.

IV. CONCLUSION

Rail Thermal Buckling (RTB) incidents are becoming
increasingly prevalent as climate change continues to amplify
its effects. This study employs ANSYS finite element analyses
to calculate RTB risk factors and rail thermal stress values

RTB Factor (Linear Load Multiplier)
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across various Turkish cities. The main conclusions of this
study are as follows:

e The analysis of maximum rail temperatures and Stress-
Free Temperature (SFT) values reveals that as the
difference between these two values increases, the RTB
risk also rises (indicated by a decrease in ANSYS linear
load multiplier values).

e There is a correlation between RTB risk and equivalent
stresses in the rails. Thus, an increase in the difference
between maximum rail temperatures and SFT values
results in a higher RTB risk.

e Reducing the difference between SFT and maximum rail
temperatures will decrease thermal stresses in the rails and
mitigate the risk of RTB. A newly emerging solution to
reduce this risk is painting the rails white.

e Cities like Sivas, Erzurum, Konya, Ankara, and Eskisehir
have more pronounced continental climates, leading to
lower minimum rail temperatures and lower SFT values,
which increase the risk of Rail Thermal Buckling (RTB)
compared to cities like Adana, Kahramanmaras, and
Izmir, where rail temperatures are higher but show smaller
maximum-minimum differences.
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Figure 5: RTB Factor and Maximum Rail Stress values determined by ANSYS analyses for the 10 cities listed in Table 1.

e In coastal cities like Samsun, Izmir, and Istanbul, which
have relatively milder climates compared to inland
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regions of Tirkiye, the difference between the SFT
temperature and the maximum and minimum rail
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temperatures is smaller, leading to a lower risk of RTB.

It is important to note that all of the above-mentioned
assessments apply only to an ideal and uniform railway
infrastructure. Several other factors, such as ballast
contamination, weakened shoulder support, weld joint
damages, the use of lighter sleepers like wooden ones, and
various ballastless track models, are excluded from the scope of
our research, representing a limitation of the investigation. In
the future, the authors plan to analyze RTB risk across all cities
in Tirkiye and develop a customized solution for determining
SFT.
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Abstract - Nowadays, the architecture of cities develops
vertically instead of horizontally due to increasing population and
urbanization. Especially in cities defined as metropolises, the
number of multi-story buildings increases day by day. However,
the design of multi-story buildings is quite important under
unpredictable loads such as earthquakes. For this reason, steel
braces are used to increase the existing strength and rigidity of
structures built in earthquake zones. Steel braces allow the
structure to carry more load and displace less under horizontal
loads. Thus, they increase the strength and rigidity of structures.
In this study, reinforced concrete frames were modeled by SAP
2000 finite element software, and then concentric steel braces were
added to these structures. As a result of the analysis, the period,
frequency, top displacement, base shear force and story drift
values of the structures were obtained. Thus, the structural
behavior of the frames designed and analyzed under vertical load
and earthquake effects was compared.

Keywords - Reinforced concrete structure, earthquake,
concentric steel brace, numerical analysis, structural behavior

I. INTRODUCTION

NCREASES in population and urbanization lead to the

emergence of a rapidly growing irregular and uncontrolled
building stock. Many of these structures develop in the form of
vertical architecture, rather than horizontal architecture, due to
factors such as increasing needs, the unavailability of suitable
lands and soils, high costs, etc. In particular, medium and high-
rise structures constitute the majority of this building stock. The
behavior of these structures against earthquakes is even more
important since our country is located in an earthquake zone. In
order to prevent possible loss of life and property after an
earthquake, structures must be designed with enough strength,
stiffness, and energy consumption capacity. Therefore, steel
braces are used for strengthening purposes to both improve the
structural behavior of newly constructed structures and to
improve the earthquake performance of structures in the
existing building stock. Steel braces are used to increase the
strength and stiffness of structures against horizontal loads and
are classified as concentric and eccentric steel braces. In
bearing systems where steel braces are used, horizontal loads
are resisted by diagonal members. For this reason, diagonal
members are exposed to high axial forces and limit the lateral
displacement of the structure. In concentric braced systems, the
braces are connected to the connection points of the main frame
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in a way that does not create eccentricity. These systems have
high horizontal stiffness and carry horizontal loads such as
earthquakes and wind [1].

There are some studies in the literature on concentric steel
braces. Oztiirk et al. used steel braces to strengthen reinforced
concrete structures constructed in different soil classes. As a
result of the study, the performance analysis of steel braced
structures was performed by comparing the base shear force,
peak displacement, story displacements, and interstory drift
curves of the bearing systems [2]. Ozkaynak et al. conducted a
study on strengthening a reinforced concrete structure with
specially designed steel braces as metal dampers. Nonlinear
dynamic analyses of both the existing structure and the
reinforced structure with steel braces were performed in the
study. As a result, it is shown that steel braces limit the
interstory drift and shear force demands of structures and
improve their seismic performance [3]. A study was conducted
on the structural performance and damage detection of a
reinforced concrete frame strengthened with lateral-buckling
restrained steel braces at different stages [4]. In addition,
Karalis et al. conducted an experimental and numerical study
on a single-story and single-span reinforced concrete reference
frame and a steel braced frame and investigated the
strengthening of the existing structure with steel braces. They
demonstrated both experimentally and numerically that steel
braces increase the strength, stiffness and energy consumption
capacity of the frame system at the end of the study [5]. On the
other hand, steel braces are used not only to improve the
structural behavior of reinforced concrete structures but also to
increase the seismic performance of steel structures. In his
study, Seker modeled 22 steel structures with different brace
types and common brace types according to the Turkish
Building Earthquake Code 2018 (TBEC 2018) and Principles
on Design, Calculation, and Construction of Steel Structures
(CYTHYE 2018) regulations and compared their behaviors
under horizontal load. Accordingly, the structural weights,
seismic forces, the base shear force of the steel braced frames,
and the overturning safety ratios, period, and displacement
values were compared, and it was seen that the models were
sufficient in terms of both horizontal displacement limit and
rigidity [6]. Aribas et al. designed a building consisting of
moment-resisting steel frames and a building consisting of
eccentric steel braced frames under vertical load and earthquake
and compared the structural analysis results. After the analysis,
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it was observed that the top floor drift of the building with
eccentric V braces was less under the earthquake, and the
section dimensions were reduced accordingly [7].

Unlike most studies in the literature, in this study, the
changing structural performance due to the concentric X steel
braced elements added to multi-story reinforced concrete frame
bearing systems at different heights was investigated
numerically by considering the building height classes.
Concentric steel X braces were added to symmetrical structures
designed with 5 spans in the x and y directions in different
building height classes of 8-story, 12-story, and 18-story in the
study. 3 reference and 3 X steel braced were modeled using
SAP 2000 [8] software and analyzed according to the mode
superposition method. The top story displacement, period,
interstory drifts, story shear forces, and base shear forces of
each structure were obtained and compared at the end of the
analyses. Thus, the performances of the structures in terms of
strength and stiffness were evaluated, and the effect of building
heights on the performance of steel braces was investigated.

II. MATERIAL AND METHOD

Three 3-D reference frames and three frame systems with
concentric X steel braces were modeled and analyzed using
SAP 2000 finite element software in the study. While creating
the building models, different height classes were taken into
consideration as BYS =3, BYS =4, and BYS =5 according to
Turkish Building Earthquake Code 2018 (TBEC 2018) [9]. In
this way, the effects of different building heights and building
height classes on the structural behavior of buildings modeled
with steel braces were investigated. The views of the reference
and steel braced structural models are illustrated in Figure 1.

RF-S8 RF-S12 RF-S18

XBF-S8 XBF-S12 XBF-S18

Figure 1: Structural models of reference and steel braced bearing
systems.
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Structures with a reference bearing system are denoted as RF,
representing the reinforced concrete reference frame model,
and structures with a concentric X steel braced bearing system
are denoted as XBF, representing the reinforced concrete X
braces frame model in the study. S8, S12 and S18 show the
number of story of the structural models.

Structural analyses were performed using the mode
superposition method. Spectral acceleration coefficients and
design spectrum values were obtained from the AFAD
application [10] for the earthquake ground motion level DD2
and ZC soil class. The models were analyzed in the x and y
directions using the reduced design acceleration spectrum curve
in accordance with the obtained design spectrum values with
the mode superposition method. Accordingly, the top story
displacement, building period, interstory drifts, story shear
forces, and base shear forces for each model were obtained and
compared.

III. NUMERICAL STUDY

The structural models were created as frame systems
consisting of only columns and beams with 5 spans in the x and
y directions with 8-story, 12-story and 18-story, respectively.
The concrete compressive strength was defined as 35 MPa, and
the reinforcement yield strength was entered as 420 MPa for the
columns and beams of the frame system. The length of each
span in both x and y directions is 4 m, and the total length in
both directions is 20 m. The story height is 3 m in all models,
and the total building height is 24 m for 8-story buildings, 36 m
for 12-story buildings, and 54 m for 18-story buildings. The
dimensions of all beams used in the carrier system are 400x500
mm, and the column dimensions are 500x600 mm. The concrete
cover in both column and beam members is 30 mm. The
longitudinal reinforcement ratio in columns is 0.0186 and in
beams 0.00535. The diameter and arrangement of longitudinal
reinforcement in columns is 10026, while it is 5016 at the
bottom and 3012 at the top of beams. The diameter and space
of transverse reinforcement in columns are @¥10/100, and in
beams are @8/100. The slab thickness is designed as 150 mm.
The dead load acting on the story is 2.5 kN/m2 and the live load
is 2.0 kN/m2, the snow load acting on the last floor is 0.75
kN/m2. The load-bearing system building importance
coefficient is considered as I=1. The dimensions and
reinforcement arrangements of the structural members of the
load-bearing system models are given in Figure 2. The models
analyzed as references were created and reanalyzed by adding
concentric X steel braces to the outer and middle axes in both x
and y directions. For both the reference and steel-braced
structures, a symmetrical architecture was preferred on both
axes and does not arrange with any irregularities. The location
of the diagonals on the structure is arranged symmetrically.
SAP 2000 software was used for both modeling and structural
analysis.
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Figure 2: Dimension and reinforcement of structural members.

Since it is assumed that the designed buildings will be
constructed in the Kadikdy district of Istanbul, the spectral
acceleration coefficients and design spectrum values were
obtained through the AFAD application [10], taking this
location into account. After calculating the horizontal elastic
design spectral acceleration and reduced design spectral
acceleration, spectrum curves were obtained. The data required
to obtain the reduced design spectrum curve to be used for the
mode superposition method is presented in Table 1.

Table 1: Data information used for earthquake load.

Earthquake Ground Motion Level DD2
Local Soil Class ZC

Spbs 1.182

Spi 0.402
Building Usage Class (BKS) 3
Building Importance Coefficient (1) 1
Earthquake Design Class (DTS) 1

Building Height Class (BYS) 34,5
Bearing System Behavior Coefficient (R) 8
Excess Strength Coefficient (D) 3

The horizontal elastic design spectrum curve and the reduced
design acceleration spectrum curve obtained using the above
data are given in Figure 3. Using these curves, the analyses of
the reference and concentric X steel braced frame models were
analyzed in accordance with the mode superposition method.
Earthquake loadings were subjected to both x and y directions
via SAP 2000 software.

Design Spectrum Curves

—— Horizontal Elastic Design Spectrum

\ = Reduced Design Spectrum
1 \
08
0,6
0,4
0,2 | \ H"‘-‘--._,__________
0 —_— —
0 2 T(s]d 6 8

Figure 3: Design spectrum curves.
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IV. RESULTS AND DISCUSSION

After the dynamic analyses of the reference and steel braced
frame systems were performed, the structure period, frequency,
top displacement, interstory drifts, story shear forces, and base
shear forces were obtained and compared for all models.

A. Structure Period and Frequency

As a result of the analysis, the building periods of both the
reference frame and the concentric X steel braced models were
obtained and presented in Table 2.

Table 2: Periods and frequencies of reference and steel braced
structure models.

Models T(s) f(1/s) T% %
RF-S8 0.650 1.538 - -
RF-S12 1.579 0.633 - -
RF-S18 2421 0.413 - -
XBF-S8 0.504 1.984 22496  29.030
XBF-S12 1.055 0.948 33.197  49.693
XBF-S18 1.724 0.580 28.793  40.434

As seen in Table 2, the dominant periods of the reference
models are larger and their frequencies are smaller than the
periods of the steel braced models. As the coefficient increases,
the periods of both the reference models and the braced
structures increase, and their frequencies decrease as expected.
By adding steel braces to the structural models, the periods of
the building increased while their frequencies decreased. This
shows that the braces provided additional stiffness and stability
to the structure.

RMSE for Period and Frequency
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Figure 4: RMSE values of period and frequency values.

Root Mean Square Error (RMSE) values between the
reference structure and the steel braced structure are calculated
and presented in Figure 4. Here, the values obtained from the
reference model are considered as the real observation series xi,
and the values obtained from the braced frames are considered
as the estimated data series xi. N is the number of data points.
RMSE values are calculated by Equation (1).

TN (i —%))?

- (1)
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Accordingly, the biggest difference for period values was
obtained from 18-story building models, while for frequency
values it was obtained from 8-story models. Thus, as the
number of story increases, the effect of steel braces on the
dominant period of the structure increases.

B. Story Displacement and Interstory Drift

By analyzing the frame structures under Ex and Ey
earthquake loads, the top displacements were obtained from
both x and y directions. These top displacements also
correspond to the maximum displacements of the reference and
braced frame structures. Table 3 shows the maximum story
drifts for all models. Accordingly, as the number of stories in
frame structures increases, the top story displacements also
increase. There is no different situation in steel braced
structures. As the number of stories and the building height
increased, the maximum story drifts of the steel braced
structures increased. Thanks to the concentric X steel braced
structures added to the frame structure, the top displacements
were reduced.

Table 3: Maximum story drifts of reference and steel braced structure

models.

Models dxmax dymax dxmax dymax

(m) (m) % %
RF-S8 0.009517 0.010469 - -
RF-812 0.024606  0.02558 - -
RF-518 0.038163 0.039518 - -
XBF-S8 0.007845 0.008321 17.569 20.518
XBF-S12 0.017929 0.018272 27.136 28.569
XBF-S18 0.029601 0.030162 22.435 23.675

In Figure 5, the story displacement obtained from the 8, 12,
and 18-story reference frames and steel braced frames along the
stories are given for the x and y earthquake directions.
According to this, the lowest story displacement among both
the reference and braced frames belong to the RF-S8 and XBF-
S8 samples. It was observed that the story displacement
decreased with the addition of X steel braces, while the
displacements of RF-S18 and RF-S12 frames were the highest,
respectively.

Displacements of x any y direction

— RF-S18,dx
XBF-518,dx
RF-512,dx
XBF-512,dx
—RF-58,dx
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= XBF-58,dy
——RF-512,dy
——XBF-512,dy

Story Number
=
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Displacement (m)

Figure 5: Story displacement of frame models in x and y
earthquake directions.
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Interstory drifts are an important indicator of structural
damage in relation to the structural performance level and are
given for both earthquake directions in Figure 6. The highest
values of interstory drifts were obtained from models RF-S18
and RF-S12, respectively. The interstory drifts of the RF-S8 and
XBF-S8 models are the lowest. It was observed that the
interstory drift values decrease for all samples by adding steel
braces to the reference samples. In this way, it was observed
that the concentric X steel braces limited the interstory drifts of
the frame structures.

Interstory Drifts of x and y direction
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Figure 6: Interstory drifts of frame models in x and y earthquake

directions.

As the number of stories and the building height increase, the
interstory drift values increase in both RF and XBF models.
Accordingly, the interstory drift difference between the
reference frames and the braced frames was determined by the
RMSE value (Figure 7). This difference was obtained from 12-
story frames for both directions. It was followed by 18-story
and 8-story models, respectively. The difference between the 8-
story frame models is quite low compared to other multi-story
frames.

RMSE for drifts
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Figure 7: RMSE:s of interstory drifts in x and y earthquake directions.

C. Shear Force

After the analyses, the maximum base shear force values to
which the columns were exposed in both earthquake directions
in the reference and X steel braced frames are given in Table 4.
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According to this, the base shear force decreased as the number
of stories increased in both RF and XBF frames. By adding steel
braces to the structure, the base shear forces acting on the
columns were significantly reduced. This decrease, ranging
between 25% and 32%, is most noticeable in the 18-story frame
system. As the number of stories decreased, this ratio decreased
slightly, although not very high. However, even for an 8-story
building, this decrease is around 20%. In this way, the forces
acting on the vertical bearing members of the frame system
under horizontal loads are reduced, and the steel braces
members provide this.

Table 4: Base shear forces of reference and steel braced structure

models.
Models Vx (KN) Vy (KN) Vx% Vy%
RF-S8 2805.212  2568.154 - -
RF-S12 1699.911 1632.043 - -
RF-S18 1662.296 1610.228 - -
XBF-S8 2192.628 1877.434 21.837 26.896
XBF-S12 1302.518 1149.698 23.377 29.555
XBF-S18 1234.384 1089.75 25.742 32.323

In Figure 8, the story shear forces acting on the stories for
each model are given for the x and y earthquake directions. The
shear forces acting on the stories are reduced for both
earthquake directions with the addition of steel braces to the
bearing system. This indicates that some of the horizontal
forces are resisted by the steel brace members.

Story Shear Force of x and y direction
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Figure 8: Story shear forces of frame models in x and y earthquake
directions.

The RMSE values of the story shear forces in the x and y
earthquake directions are given in Figure 9. Although the
difference between the RMSE values is low, the highest value
in terms of story shear forces acting on the stories of the
reference models and braced models was calculated for the 8-
story model, while the lowest value was calculated from the 18-
story model. This situation is different from that obtained from
the base shear force, and in particular, the difference between
the shear forces acting on the columns at each story is lower in
the 12, and 18-story models than in the 8-story models. It is
thought that the reason for its low value is that steel braces carry
higher horizontal forces, especially in multi-story framed
structures.
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Figure 9: RMSE:s of story shear forces in x and y earthquake
directions.

V. CONCLUSION

The results were obtained in the study conducted on the
reference and concentric X steel braced frame bearing system
with different building height classes as follows:

+ By adding steel braces to the bearing system, the period of
the structure increases while its frequency decreases. As the
number of stories and the height of the building increase, the
effect of X steel braces on the dominant period of the structure
increases.

» The addition of X steel braces to the frame bearing system
structures reduced the displacement demand of the bearing
system and the interstory drift values. However, when the story
height is low, the difference between the interstory drift values
of frame and steel braced structures is less, while this difference
increases significantly as the story height increases.

+ The base shear forces acting on the columns in the
concentric X steel braced frame system decrease significantly.
As the story height increases, this difference increases in terms
of base shear force. Similarly, story shear forces are lower in
steel braced systems than in frame-only systems.

In light of the above results, it was observed that concentric
X steel braces provide additional stiffness and stability to multi-
story buildings whose bearing system consists of only frames.
In addition, it was revealed that some of the horizontal forces
are resisted by these members. Thus, it was concluded that
concentric X steel braces improve earthquake performance by
providing additional strength, stiffness, and stability to multi-
story buildings under horizontal loads.
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Abstract - A session-based recommendation system predicts the
next click or the sequence of items the user will interact with by
considering their previous clicks and interactions. Modeling users'
future behavior probabilistically in online transactions is
challenging because most behavioral information is not available.
Sequence-based recurrent neural networks, which encode a user's
past behavior sequence, and graph-based neural models, which
encode item relationships, may overlook different time periods in
previous sessions. In this study, we propose an adapted skip-gram
model to address these challenges in session-based
recommendation systems. Our proposed method, skip-gram, not
only captures sequential user interest through item-specific sub-
sequences within the session but also learns complex interaction
patterns between items. By employing the adapted skip-gram
approach, our model can address many issues found in sequence-
based models and better learn accurate transition patterns
between items. Extensive experiments on two large real-world
datasets demonstrate that our method outperforms state-of-the-
art solutions in terms of the mean reciprocal rank score based on
the skip-gram model.

Keywords - Skip-gram, session-based recommendation systems,
item-specific subdirectories, contextual connections,
recommender system.

I. INTRODUCTION

ITH the abundance of information available today,

recommendation systems have become essential tools
for filtering and customizing content. Driven by an array of
state-of-the-art machine learning techniques, these systems
seek to predict the behavior of a user and generate
recommendations for items like products, movies, or news
articles. These systems effectively eliminate the cognitive load
of decision-making by analyzing large volumes of user data and
therefore enhance user experience [1].

Most of the traditional recommendation systems are
collaborative filtering based which have it own uses and
shortcomings that they decide prediction based on similarity
between users or items. But this method may have the cold-start
problem that it is hard to provide recommendations for any new
user or item without any previous interaction records. To
counter this limitation, one approach is hybrid: it collects
collaborative filtering and content-based filtering of item
attributes [2].

Session-based recommendation systems have emerged as a
powerful tool for predicting user preferences within a single
session, particularly in scenarios where long-term user profiles

E-ISBN: 978-625-95385-8-7

are unavailable or insufficient. These systems aim to capture
short-term user interests and dynamics, enabling more accurate
and  timely  recommendations. = Unlike  traditional
recommendation systems that rely on historical user behavior,
session-based approaches focus on the current user session,
leveraging the sequence of items interacted with to predict the
next item of interest [3].

Session-based recommendation systems aim to predict the
next item a user is likely to interact with within a given session,
leveraging only the user's current interaction history [4]. While
traditional recommendation systems often rely on long-term
user profiles, session-based approaches are particularly
valuable for anonymous users or those with limited interaction
history [5]. The Skip-Gram model, a neural network
architecture introduced as part of the Word2Vec framework,
has proven instrumental in learning distributed representations
of words by predicting the context in which words appear.
Leveraging the Skip-Gram model's ability to capture semantic
relationships, recent research has adapted its architecture to
session-based recommendation  systems, where user
interactions are temporally constrained and lack long-term user
profiles [6]. This paper proposes a novel approach that adapts
the Skip-Gram model, originally developed for natural
language processing, to the context of session-based
recommendations [7]. By leveraging the Skip-Gram model's
ability to capture semantic and syntactic relationships between
words, the proposed method aims to learn meaningful
representations of items within a session, thereby improving the
accuracy of next-item predictions [8].

Rendle et al. including matrix factorization (MF) and
adaptive k-nearest-neighbor (kNN), these approaches are not
inherently designed to optimize for personalized ranking tasks.
To address this, they introduce a general optimization criterion,
BPR-Opt (Bayesian Personalized Ranking Optimization),
which serves as a maximum posterior estimator rooted in a
Bayesian framework for ranking [9].

Sarwar et al. unlike user-based methods, which analyze user
similarities to predict preferences, item-based collaborative
filtering emphasizes similarities between items to make
recommendations. By constructing item-item similarity
matrices, the algorithm predicts a user's interest in a particular
item based on their previous interactions with similar items
[10].

Rendle et al. introduce a novel method that synergizes both
matrix factorization and Markov Chains approaches by
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employing personalized transition graphs constructed over
individual Markov chains. Specifically, the method learns a
unique transition matrix for each user, resulting in a three-
dimensional "transition cube." Since data for estimating
transitions is often sparse, the method utilizes a pairwise
interaction model, a variant of the Tucker Decomposition, to
factorize the transition cube effectively [11].

Hidasi et al. explores the application of recurrent neural
networks (RNNs) within the domain of recommender systems,
focusing on session-based recommendations. The authors argue
that a more accurate recommendation can be achieved by
modeling the entirety of the session's interactions.
Consequently, they propose an RNN-based method tailored for
session-based recommendations, incorporating practical
adaptations such as a ranking loss function to enhance the
model's suitability for the task [12].

Li et al. introduce a novel neural network framework called
the Neural Attentive Recommendation Machine (NARM). This
framework utilizes a hybrid encoder with an attention
mechanism to jointly model the user's sequential behavior and
the primary purpose of their current session, resulting in a
unified session representation. Recommendation scores for
candidate items are then computed using a bi-linear matching
scheme based on this unified representation [13].

Liu et al. contend that long-term memory models alone may
be inadequate for handling long sessions, where user interests
can shift due to unintended or unrelated clicks. To address this
limitation, a novel short-term attention/memory priority model
is introduced. This model effectively captures users'
overarching interests through long-term session memory while
simultaneously incorporating their most recent interests by
leveraging short-term memory focused on last-click behaviors
[14].

Wang et al. introduce the Collaborative Session-based
Recommendation Machine (CSRM), a novel hybrid framework
designed to enhance session-based recommendations by
incorporating collaborative neighborhood information. CSRM
operates through two parallel modules: the Inner Memory
Encoder (IME) and the Outer Memory Encoder (OME). The
IME uses Recurrent Neural Networks (RNNs) combined with
an attention mechanism to model a user's behavior and
information within the current session. In contrast, the OME
leverages  collaborative  information by  examining
neighborhood sessions to more accurately predict the intent of
the current session [15].

Wu et al. introduce Session-based Recommendation with
Graph Neural Networks (SR-GNN). This approach models
session sequences as graph-structured data, allowing Graph
Neural Networks (GNNs) to capture intricate item transitions
that previous sequential methods cannot effectively reveal. By
representing each session as a composition of global
preferences and current interests through an attention network,
SR-GNN achieves more accurate and contextually aware item
embeddings [16].

Xu et al. introduce the Graph Contextualized Self-Attention
Model (GC-SAN). GC-SAN combines the strengths of graph
neural networks (GNNs) and self-attention mechanisms to
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enhance session-based recommendations. The model
dynamically constructs a graph structure for session sequences
to capture rich local dependencies through GNNs, while the
self-attention mechanism learns long-range dependencies [17].

Hu et al. propose a novel framework called Preference
Evolution Networks for Session-based Recommendation
(PEN4Rec). This model captures the evolution of user
preferences through a two-stage retrieval process from
historical contexts. The first stage integrates relevant behaviors
based on recent items, while the second stage models the
dynamic trajectory of preference evolution over time to infer
more nuanced and rich preferences [18].

Finally, for each session, we predict the probability of each
item to be the next click. Extensive experiments conducted on
real-world  representative  datasets = demonstrate  the
effectiveness of the proposed method over the state-of-arts. The
main contributions of this work are summarized as follows:

=  Weinvestigate item-item dependencies for session-based

recommendations and propose a method that generates
embedding vectors with an adapted skip-gram model to
discover item-item context.

=  We conduct extensive experiments on two real-world

benchmark datasets. The results demonstrate the
proposed model's effectiveness and superiority compared
to the state-of-the-art.

[I. MATERIALS AND METHODS

A. Problem Definition

User preferences and behaviors are complex and dynamic,
making traditional recommendation systems' assumption that
all historical interactions carry equal weight increasingly
questionable. While long-term historical preferences play a
role, a user's current choices are often heavily influenced by
their short-term and recent interactions. The time-sensitive
nature of user behavior means that recently viewed or
purchased items may carry more relevance than older
interactions, even though these recent activities might represent
only a small fraction of the user's total interaction history.
Additionally, user preferences evolve, requiring a more
nuanced approach to recommendations. This recognition has
led to the development of session-based recommendation
algorithms, prioritizing recent user interactions over historical
preferences. This approach not only better captures the
temporal nature of user preferences but also offers a practical
advantage: it can effectively serve anonymous users who might
be browsing without logging in or in incognito mode, making it
more versatile in real-world applications. A new user is
navigating an online shopping platform, exploring categories
such as clothing, stationery, and accessories. We conceptualize
the user’s recent browsing activity as a “session.” A session
encapsulates multiple interactions by the user that occur
continuously within a defined period. These interactions may
include, but are not limited to, products purchased during a
transaction, items viewed but not bought, and misclicks on
unintended items. Sessions may unfold within a single day or
span several days, weeks, or even months. The fundamental
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question arises: What recommendations should we make to the
user during their next session? High-quality recommendations
can enhance the likelihood that the user will engage further,
potentially leading to clicks and purchases of products that align
with their preferences. Conversely, suboptimal suggestions
could at best result in no additional revenue for the company,
and at worst, lead to a negative user experience. Our objective
is to accurately predict the product that the user will find
appealing enough to click on during their next session. This
predictive task is commonly referred to as Next Event
Prediction. Specifically, given a sequence of prior events, the
aim is to forecast the user's subsequent interaction (e.g., click,
product, or item). Figure 1 provides an overview of the session-
based recommendation system.

s §J 0
=

Figure 1: Structure of the session-based recommendation system.

B. Proposed Approach

A flowchart showing the Skip-gram process adapted for
session-based recommendations consists of three main parts.
The proposed model is shown in Figure 2.

Preprocessing: Collect session data (user interactions and
behaviors). Cleans and segments the data. Convert sessions into
sequences of items (e.g., products, articles). Filter short sessions
or irrelevant data (sessions with less than three items are
removed).

Skip-gram Training: Skip-gram sets the window size to 5.
Create context-target pairs within sessions using a sliding
window approach. For example, in a sequence of items [A, B,
C, D], generate pairs (A, B), (A, C), (A, D), etc. Train the Skip-
gram model to predict context items given a target item. Obtain
vector embeddings for items based on training results. The
model aims to predict context item given a target item. Once the
Skip-gram model is trained, it generates vector representations
(embeddings) for each item in the session. These embeddings
capture contextual similarities between items. For a given user
session, create a session representation by concatenating the
embeddings of the items in the session. Store the trained item
embeddings for future use. Negative sampling (out-of-context
items) is not used in the adapted Skip-gram.
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Recommendation: Retrieve the embeddings for items that
interacted within the session. Calculate cosine similarity scores
between session context embeddings and candidate items. Rank
the candidate items based on their cosine similarity to the
session representation. Present the ranked list of items as
personalized recommendations for the user (Top N=20).
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v

Remove Invalid ltems

v

[ ]
[ ]
70
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[ Define Context Windows ]
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Y
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Calculate ltem Similarities

v

[
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[ Generate Recommendations ]
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v

Filter & Rank Results

) 4 ‘
" Return Top-N Items ‘

Figure 2: Architecture of the proposed model.

C. Datasets

The Last.fm dataset is a publicly available collection of
music listening data from the Last.fm streaming service,
commonly used in academic research, particularly in
recommender systems, music information retrieval, data
mining, and user behavior analysis. It contains anonymized user
listening habits, enabling studies on user recommendation
algorithms, music consumption behaviors, and user-item
interactions in session-based systems. As a valuable resource,
it aids in exploring machine learning and user modeling
challenges, especially in music recommendations and social
network analysis, advancing modern recommendation
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techniques, and enhancing user engagement in digital music
platforms [19].

The Retailrocket dataset is a publicly available collection of
anonymized user interaction data from a real-world e-
commerce platform, provided by Retail Rocket. Its structure
and content make it well-suited for research focused on
modeling short-term user interactions within a session context
on an e-commerce platform. Researchers can use this data to
model wuser behavior, predict future interactions, and
personalize recommendations. The Retailrocket dataset is
indeed used for developing and testing session-based
recommendation systems [20]. The statistical properties of the
datasets are given in Table 1.

Table 1: A summary of the dataset’s key statistics.

Datasets Last.FM RetailRocket
Items 39,168 48,759
Clicks 3,804,922 1,684,820

Training Sets 26,984 1,351,148
Testing Sets 5,771 333,672
Avg. Length 13.52 3.55

D.Evaluation Metrics

When analyzing sequences of user interactions with items,
we divide each sequence into two sets: training, and test. For a
sequence with n interactions, we use the first (z-/) interactions
as the training data. From the remaining interactions, we
randomly select the (n-1)th and nth interactions to use as the
test sets. For making predictions, we take the last interaction in
the training sequence (the (n-1)th interaction) as the query item.
We then find the K items that are most similar to the query item,
based on the cosine similarity of their vector representations
[21]. Evaluate the performance of the model using the
following metrics:

Recall at K (Recall@K) is defined as the ratio of instances
where the true relevant item appears within the top K
recommendations for all test cases.

Number of relevant items retrieved in the top K

Recall@K = (1)

Total number of relevant items

Mean Reciprocal Rank at K (MRR@K), takes the average of
the reciprocal ranks of the ground truth items within the top K
recommendations for all test cases. This metric emphasizes and

rewards higher positions within the ranked list of

recommendations.

MRR@K = = 32, —— )
Q “=lrank;

Where, Q is the set of all queries or test cases, rank; is the
position of the first relevant item in the ordered list of
recommendations for the ith query. This formula computes the
average of the reciprocal ranks of the first relevant item found
for each query.

E. Comparison Methods
We compare our proposed model with several baseline
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models. The POP and SPOP baselines consistently recommend
the most popular items, either from the entire training set (POP)
or the current session (S-POP). BPR-MF [9] employs matrix
factorization for recommendation. Item-KNN  [10]
recommends items similar to those already present in the
session, with similarity determined based on the co-occurrence
frequency of item pairs. FPMC [11] is a hybrid model designed
for next-basket recommendation; to adapt it for session-based
recommendation, we omit user latent representations when
computing recommendation scores. GRU4Rec [12] leverages a
recurrent neural network (RNN) with gated recurrent units
(GRUs) and a session-parallel mini-batch training strategy.
NARM [13] extends GRU4Rec by incorporating a neural
attention mechanism to capture users’ primary intents and
sequential behaviors. STAMP [14] utilizes an attention
mechanism to capture both general preferences and recent
focuses. CSRM [15] employs key-value memory networks to
integrate information from the current session and neighboring
sessions. SR-GNN [16] encodes session graphs using gated
graph neural networks (GGNN) and applies an attention layer
to represent preferences. GC-SAN [17] builds on this approach
by incorporating self-attention layers after GGNN to capture
long-range dependencies. PEN4Rec [18] models the evolution
of user preferences through a two-stage retrieval process based
on historical contexts.

F. Implementation Details

When starting with skip-gram adapted, a few key
hyperparameters should be considered [22]. These include the
embedding dimension (commonly set to 100, or 300
dimensions depending on the complexity of the dataset), and
the context window size (often chosen as 5 items on either side
of the target). The learning rate for optimization is also critical,
initial values typically range between 0.001 and 0.01, decaying
over time as training progresses. Batch size is another
hyperparameter to tune, with smaller batches often improving
generalization but at a cost to computational efficiency. 16-512
is a common range. Larger batch sizes can speed up training,
but they may require more memory. Commonly, 5-15 epochs
may be sufficient, but for larger or more complex datasets, 100
epochs or more might be necessary. Monitor the validation loss
to determine when to stop training. The tests were performed
using the Adam optimizer, with the most appropriate
hyperparameters determined through a parameter scan.

III. EXPERIMENTAL RESULTS

To demonstrate the proposed model's overall performance,
we compare it with other Dbaseline session-based
recommendation methods. In the existing literature,
recommendation lists typically consist of 5, 10, or 20
suggestions. In this study, a recommendation list of 20 items
was utilized to align with standard practices. The overall
performance in terms of R@20 and MRR@20 is shown in
Table 2, with the best results highlighted in bold.

Table 2: Experimental results (%) on two datasets.
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Methods LastFM RetailRocket
R@20 | MRR@20 R@?20 MRR@20
POP 4.43 1.15 1.59 0.44
S-POP 22.38 8.73 13.58 6.85
BPR-MF 13.38 5.73 27.19 14.07
Item-KNN 11.59 4.19 25.56 10.68
FPMC 24.08 8.23 32.37 13.82
GRU4Rec 21.42 8.21 45.59 15.77
NARM 25.64 9.18 50.22 24.59
STAMP - -—- 50.96 25.17
CSRM 27.55 9.71 47.21 27.14
SR-GNN 26.20 10.43 50.63 26.95
GC-SAN 26.61 10.62 50.32 26.04
PEN4Rec 28.82 11.33 -—- -—-
Our Model 29.68 11.78 4438 19.73

The proposed model achieves the best performance on the
LastFM dataset, which shows that the Skip-gram model is
effective in discovering the contexts between items. Including
our model, all deep learning-based methods outperform
traditional methods (POP, S-POP, BPR-MF, Item-KNN,
FPMC) that cannot effectively use temporal order. The
proposed model outperforms traditional methods when
observed on the RetailRocket dataset. The reason why the
measurements made with the RetailRocket dataset fall behind
the latest methods may be that the sufficient training process
has not been carried out. Although the proposed model
achieved poor results with RetailRocket, it achieved successful
results on the LastFM dataset.

IV. CONCLUSION

This study addresses the challenges of predicting user
behavior in session-based recommendation systems, which aim
to forecast the next click or sequence of user interactions based
on prior activity. Traditional models, such as sequence-based
recurrent neural networks and graph-based neural models, may
fail to capture varying temporal patterns across sessions. To
overcome these limitations, the study proposes an adapted skip-
gram model that effectively captures user interest through item-
specific sub-sequences and complex interaction patterns. By
leveraging this approach, the model demonstrates superior
learning of accurate item transition patterns. Extensive
experiments on two large-scale datasets validate the proposed
method’s effectiveness, outperforming state-of-the-art models
based on mean reciprocal rank scores.

In future work, other natural language processing algorithms
will be integrated into session-based recommendation systems.
Additionally, it would be useful to make the model more
efficient in real-time recommendation scenarios and to examine
its adaptation to dynamic user behavior.
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Abstract - Many studies have been conducted to determine the
physical and chemical properties of some foodstuffs. As a result of
these analyses, it has been determined that some foodstuffs such as
walnuts have nutritionally important components. Essential fatty
acids and proteins are the basic nutrients in these foods. Walnuts,
which are rich in antioxidant phenolic components. Within the
scope of the study, it was aimed to evaluate the extracts obtained
from walnut shells and walnut testan (walnut membrane) of the
walnut plant with supercritical extraction, a green and innovative
extraction, in terms of phenolic substance, flavonoid and
antioxidant capacity contents. Supercritical carbon dioxide
extraction (SK - CO) will be used due to its advantages such as
shorter extraction time compared to classical extraction methods,
not leaving toxic residues, obtaining extracts without damaging
their natural structure and obtaining value-added products. As a
result, the study aims to obtain findings on the recovery of
functional components from walnut plant waste and their
inclusion in the circular economy. Thus, it is aimed to evaluate
walnuts and walnut products with high antioxidant capacity and
bioavailability potential in accordance with the zero waste
principle and to contribute to the country's economy.

Keywords - Food components, Super critical extraction, Zero
waste, Walnut testan, Phenolic substance.

I. INTRODUCTION

ALNUT (Juglans regia L.) is a food that draws attention

with its rich nutritional content and positive effects on
health. Many studies conducted to determine the physical and
chemical properties of walnuts have revealed that walnuts are
rich in essential fatty acids, proteins and antioxidant phenolic
compounds. Walnuts are a rich source of polyunsaturated fatty
acids in particular. The main fatty acids are: Palmitic acid; is
one of the saturated fatty acids found in walnuts. Stearic acid;
is another of the saturated fatty acids. Oleic acid; is a
monounsaturated fatty acid and is abundant in walnuts. Linoleic
acid; is known as omega - 6 fatty acid and is found in significant
amounts in walnuts. Linolenic acid; is known as omega - 3 fatty
acid and supports cardiovascular health. Polyunsaturated fatty
acids play an important role in preventing cardiovascular
diseases and vascular occlusions. Walnuts are also a rich source
of antioxidant phenolic compounds. These compounds prevent
cell damage by fighting free radicals and thus help prevent
many diseases. Juglone is a compound found in walnuts and is
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known for its high antioxidant content. The green outer shell of
the walnut is also used in the production of traditional walnut
liqueur and contains the juglone compound. Epidemiological
studies have detailed the positive effects of walnuts on health.
Walnuts, which are especially rich in omega-3 fatty acids, are
effective in reducing heart disease, diabetes, high blood
pressure and clinical depression.

Polyphenols are a large group of molecules that include
compounds such as phenolic acids and phenolic alcohols. They
are among the most desired phytochemicals due to their
antioxidant activity and have antimicrobial, antiviral and anti-
inflammatory properties in addition to their antioxidant
capacity). Fruit seeds are rich in insoluble phenol compounds
[1]. Although the composition and biological activities of
different parts of the walnut tree have been investigated in many
studies, they stated that the inner septum of the walnut kernel
has been evaluated less. They stated that the components of the
walnut septum are safe, as well as having a wide range of
biological properties, and that this has convinced them to shift
the focus from the useless by-product of the walnut septum to a
natural plant material with valuable properties. The aim of their
review study is to summarize the current research on the
chemical composition and biological activities of the walnut
septum. Various phytochemical studies have shown that walnut
septum is a rich source of secondary metabolites such as
polyphenols with high antioxidant properties [2].

Food waste is a source of many important compounds that
are beneficial to health, such as polyphenols, fatty acids and
carotenoids, which have antioxidant, anticancer, anti-
inflammatory, antiviral and neuro-sedative activities.
Functional foods contain bioactive components that contribute
positively to health in addition to their nutritional value, and the
recovery of these components from food waste is of great
importance. Supercritical carbon dioxide (SC-CO,) extraction
offers great advantages for the recovery of phenolic molecules
without damaging their activities due to operating conditions
[3]. SC-CO, extraction is usually carried out in inert
atmospheres, at low temperatures and without light. Thus, all
these factors contribute to the prevention of oxidation, thermal
degradation and other chemical and biochemical changes
common to phenolic compounds.

The fruit of the walnut tree consists of three main parts: green
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shell, walnut shell and walnut kernel. The other parts are male
and female flowers and leaves. The leaves of the walnut tree
have high antioxidant capacity. However, there is not enough
research in the literature on the walnut inner membrane and
flowers. Therefore, studies to be carried out in these areas can
further shed light on the potential effects of walnut on health.
Evaluation of walnut waste offers important opportunities in
economic and environmental terms. Effective recovery of these
bioactive compounds by methods such as SK-CO, extraction is
important in terms of evaluating the by-products of walnut
production and contributing to the national economy [4].

The main subject of this study focuses on walnut waste
(Juglans regia L.) containing valuable bioactive substances and
that these substances can be economically evaluated by
recovering them by supercritical carbon dioxide (SC-CO»)
extraction. This process has the potential to contribute to the
country's economy in accordance with the zero waste principle.

II. MATERIAL AND METHODS

In this study, samples will be obtained from walnuts that
grow abundantly in the Ermenek region and are easy to obtain.
In the preparation of walnut wastes; the samples will first be
dried in an oven at below 35 °C and then they will be ground
into powder with a grinder (800Y, Boou co., LTD, Yongkang,
Zhejiang, China) and stored in a dry environment at 25 °C until
analysis. Moisture contents of walnut samples will be
determined by gravimetric total solids method. Low
temperature oven drying or freeze drying will be used for drying
process. Valuable components will be recovered from the
extracts obtained by supercritical CO; extraction (SC-CO»).
Total Phenolic Substance, Total Flavonoid and Antioxidant
Capacity Analyses will be performed. Optimization of the
experimental results will be done and they will be evaluated in
terms of statistics and economy.

A flowchart for the recovery of valuable compounds from
food waste is summarized Figure 1. This process contributes to
the effective utilization of food waste and ensures the
obtainment of high-value products that can be used in various
industries.
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Figure 1: Flow Diagram

III. RESULTS

SC-CO; extraction is widely used in the recovery of valuable
compounds from fruit and vegetable wastes. For example,
many studies have proven the effectiveness of this method such
as resveratrol and anthocyanins from grape pomace, B-carotene
from apricot, (carotenoids from carrots [5], flavonoids and
essential oils from citrus components [6]. SK-CO2 extraction
conditions provide efficient recovery of different phenolic
compounds by optimizing parameters such as extraction
pressure, temperature and time [7, 8]. The results obtained from
literature studies on the subject will be evaluated in this section.

In some similar literature studies on the subject, they
evaluated the process of oil extraction from walnut seeds by
pressing followed by supercritical CO, extraction. In the
pressing experiments, a factorial arrangement was made to
examine the combined effects of seed moisture content (2.5%,
4.5% and 7.5%) and pressing temperature (25, 50 and 70 °C) on
oil recovery and quality parameters. The quality of the oil for
all tested conditions was compared with cold pressed walnut
oil. It was found that oil recovery increased significantly as
moisture content increased. The highest oil recovery (89.3%)
was obtained at 7.5% moisture content and 50 °C temperature.
The cake resulting from pressing under these conditions was
extracted with CO» in a high-pressure pilot plant with single-
stage separation and solvent recycling. The effect of two
different pressures (200 and 400 bar) and temperature (50 and
70 °C) on oil yield, quality and time required for extraction was
analyzed. In each condition, the extraction rate was determined
to vary with the mass of the solvent and the extraction time.
First, the mass of the extracted oil was determined by the
solubility of the oil in CO, and a linear relationship was
observed. The color changed from a whitish clear product to a
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yellow product during extraction. The extraction conditions did
not significantly affect the fatty acid composition [9].

Walnut (Juglans regia L.) is a very important tree nut rich in
biologically active molecules, but its septum has been little
investigated. In another study, experimental data showed the
hypoglycemic effect of septum extracts with almost no details
about its phytochemical composition. The main objectives of
this study were: (1) obtaining walnut septum (WS) extracts with
high content of bioactive compounds and antioxidant activity
based on an original experimental design; (2) characterization
of phytochemical profile of WS extracts using HPLC - MS/MS;
(3) evaluation of the biological potential of the most
polyphenolic WS extract. In conclusion, the phytochemical
profile of the analyzed plant species extracts proves that WS
could be a valuable source of biologically active compounds
(polyphenols) for the food and/or pharmaceutical industry and
warrants the continuation of current research for further
evaluation of its bioactive potential [10].

In this study, walnut shell, which is an abundant agricultural
industrial ~ residue/waste rich in  various bioactive
phytochemicals, was subjected to two-stage high-pressure
solvent extraction methodology using supercritical CO> (step 1)
and subcritical homogeneous liquid CO»/ethanol/H,O
(0.69:0.28:0.3 M) mixture (step 2). Extractions were carried out
at 35 °C and 45 °C and approximately from 10 MPa to 30 MPa.
GC-MS analysis revealed that the most abundant compounds in
CO; extracts were alkanes, terpenes, oxygenated terpenes and
alkaloids. The amounts of juglone and 1,4-naphthoquinone in
the 1st and 2nd stage extracts were found to be in the range of
0.33 - 0.88 mg/g and 0.65 - 2.77 mg/g, respectively, while the
total phenol amounts in the 2nd stage extracts were found to be
in the range of 71.5 mg/g - 116.8 mg /g. As an experimental
procedure, two-stage high-pressure solvent extraction (HPSE)
experiments were carried out using an apparatus previously
described in the literature. A 20x10—6 m? extraction cell (2 cm
in diameter and 10 cm in length) was filled with crushed dried
walnut shells and glass beads (3 mm in diameter) were placed
at the solvent inlet to increase raw material distribution. A
porous stainless steel filter was placed at the cell outlet to
prevent raw material particles from being dragged out by the
solvent flow. The extraction temperature was kept constant with
a controlled-temperature water bath (£0.1 °C, Thermo Haake,
Germany). The pressure was maintained using a backpressure
regulator. High-pressure liquid pumps were used to deliver
liquefied CO, and liquid EtOH/water solvent mixture (L-
6200A, Hitachi, Merck, Germany). The high antioxidant
activities obtained with this applied method, independent of
juglone and 1,4-naphthoquinone contents, demonstrate the
potential of the applied high-pressure methodology to obtain
selective extracts for valuable pharmaceutical, agricultural and
food applications [11]. The extraction methodology and
experimental procedure steps applied in this study are important
for the evaluation of the thesis study to be conducted.

This study showed that various phytochemicals, walnut
septum, are a rich source of secondary metabolites such as
polyphenols with high antioxidant properties. Further
experimental studies confirmed many biological activities of
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this by-product such as radical scavenging, food preservative,
antibacterial, hypoglycemic, hypolipidemic and hepatorenal
protective properties. In the study, it was determined that there
were 14 compounds isolated from walnut septum [2].
Accordingly, it is important for comparison for the study to be
applied.

In this literature study, phenols in Diaphragma juglandis
fructus (DJF), walnut skin (WP) and Juglans regia (FJR)
flowers were extracted from walnut using three methods
(methanolic  condensation extraction, ultrasonic wave
extraction and enzyme-assisted extraction). The capacities of
phenolics and antioxidants were compared according to
different extraction methods. In general, 50 phenolics were
identified by HPLC-MS/MS; 41 of them were determined in
DJF, 32 in WP and 29 in FJR. It was observed that tannins in
WP were higher than in DJF and FJR. Phenolics in walnut were
found to have significant antioxidant effect, and the highest
effect was observed in WP [12]. This study shows that the
analysis and comparison of phenols can be further expanded for
the development of functional walnut ready-made foods.

In this study, supercritical CO, extraction of Juglone from
walnut green husk (WGH) using ethanol as a co-solvent was
investigated. The effects of pressure (90—150 bar), temperature
(3550 °C) and particle size (375—-1500 pm) on Juglone
extraction were investigated by Taguchi method. Gas
chromatography—mass spectroscopy (GC-MS) revealed that an
increase in pressure from 90 to 150 bar increased the extraction
efficiency up to 38.24%, while increasing the temperature and
particle size had a negative effect on the value of extracted
Juglone. The highest extracted Juglone was 37.26 mg, which
was obtained at the optimum conditions of 150 bar, 35°C and
375 pm. The results of variance analysis (VA) showed that
pressure was the most important factor with 56.46%
contribution on the amount of Juglone extracted, while
temperature had the least effect with 6.88% contribution [13] .
The method applied in the study constitutes an example for the
experimental method to be applied.

Various studies have been published on the extraction of
bioactive compounds from walnut waste. The extraction
method should allow the extraction of the main compounds of
interest and prevent their chemical modification. In this context,
it is anticipated that the application of the extraction method
with Supercritical technology will be effective on the efficiency
of bioactive compounds.

IV. CONCLUSION

The evaluation of walnut waste with SC-CO; extraction is an
application that complies with the zero waste principle and
ensures that waste is added to the economy. The bioactive
compounds obtained can be used in the food, cosmetics and
pharmaceutical industries. This contributes to both
environmental sustainability and enables the production of
products with high economic value. The recovery of bioactive
compounds from walnut waste with SC-CO, extraction has a
great potential in terms of both environmental sustainability and
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economic gain. This method is important in terms of evaluating
the by-products of walnut production and contributing to the
country's economy. In conclusion, modern extraction methods
used for the recovery of valuable compounds from walnut
wastes offer many advantages over classical methods.
Optimizing these methods with the right parameters increases
the potential for use in various industries by ensuring the
recovery of bioactive compounds with high yield and purity.
The fact that Turkey ranks fourth in walnut production indicates
that this potential should be evaluated. The use of valuable
compounds obtained from walnut waste in various industries
will make significant contributions to economic growth and
environmental protection.

Extraction of bioactive compounds from food-based waste
has great potential in terms of sustainability and economic value
creation. This utilization of food waste both reduces the
environmental burden and allows the recovery of value-added
compounds. These compounds can have various applications in
the food, pharmaceutical and cosmetic industries and offer
significant benefits for human health. Therefore, optimizing
and disseminating extraction methods will contribute to the
effective utilization of food waste.
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Abstract - One of the biggest challenges facing higher education
institutions is student dropout. In this study, we developed a
predictive model for students at the risk of dropping out using
machine learning technologies. We used an open-source database
from one of the higher education institutions in Portugal,
containing the data of 4424 students and 35 variables including
demographic characteristics, socio-economic factors and
academic performance. We used the XGBoost algorithm to build
the model due to its high efficiency in processing large and
complex data, and its high accuracy in forecasting. The model was
able to achieve a high accuracy of 90.3% in identifying students at
risk of dropping out. The results confirm the effectiveness of the
application of machine learning models in education to identify
risk factors, which allows educational institutions to develop an
early and effective intervention strategy to support students,
reduce dropout rates, enhance academic success, then improving
the therapy of education outcomes at the individual and
institutional levels.

Keywords - Student Dropout, Machine Learning, Prediction,
XGBoost.

I. INTRODUCTION

DUCATION is a major part of an individual’s life because

of the close relationship between quality education and an
individual’s future employment in terms of wages and available
job opportunities. This relationship implies that a student’s
completion of their studies contributes to the overall
improvement of society [1].

Considering rapid economic and technological changes, the
need for qualified labor is increasing, making higher education
more important than ever. Universities play an essential role in
preparing cadres with advanced skills, but they face increasing
challenges because of the lack of student enrollment and the
dropout phenomenon. Therefore, reducing this phenomenon
and encouraging students to enroll in higher education is a
fundamental necessity to meet the evolving labor market
requirements and ensure the quality of education [2]. However,
educational institutions face a challenge in explaining the
phenomenon of student dropout. It is a complex phenomenon
in which economic, social, academic, and other personal factors
are intertwined [3]. This complexity makes identifying students
at risk of dropout a difficult task, and here the importance of
machine learning techniques appears, which have become an
effective tool in predicting student dropout. In recent years,
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machine learning has become a powerful tool in analyzing and
predicting educational data [4]. By training algorithms to learn
patterns from data, machine learning can detect insights that
may not be obvious using traditional methods. These algorithms
enable the identification of factors that affect academic
excellence or dropout risk [5]. These technologies allow
decision-makers to take early and effective action to reduce this
phenomenon [6]. The methods of predicting student dropout
vary based on the research objectives and the type of data
available. Some studies focus on analyzing the impact of
specific factors on dropout using pre-designed questionnaires
[7], while other studies rely on data from management
information systems in educational institutions [8]. The results
vary according to the type of data used, the type of educational
institution, and the variables available for analysis [9].

The aim of this study is to develop an approach based on
machine learning techniques for early detection of student
dropout risks using the XGBoost algorithm. By leveraging
these advanced techniques, we aim to accurately identify
students at risk of dropping out. In the following sections, we
review related works, describe our methodology, present the
results, and provide conclusions.

II. RELATED WORK

Many researchers have sought to predict school dropouts
through different methodologies and diverse data. Recent years
have seen many studies aiming to improve the accuracy of these
predictions using different algorithms.

There have been several studies conducted on the same
dataset. In one study, Sulak [10] used multiple machine learning
algorithms, with the Artificial Neural Network (ANN)
achieving the highest accuracy at 77.3%. Another study by
Noviandy [11] developed a stacked classifier that combined
LightGBM, Random Forest, and Logistic Regression, reaching
a final accuracy of 80.23%. Finally, Pratape [12] employed the
Support Vector Machine (SVM) algorithm with SMOTE,
achieving an accuracy of 85.35%. In our study, we applied the
XGBoost algorithm and achieved an accuracy of 90.3%. This
demonstrates the effectiveness of XGBoost algorithm in
identifying students at risk of dropping out and contributes to
the growing field of machine learning applications in education.
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III. MATH

The methodology of this research consists of five main
phases: dataset description, data preprocessing, feature
selection, implementation of six machine learning algorithms
(Decision Trees, SVM, Logistic Regression, Random Forests,
Naive-Bayes, and XGBoost), and definition of model
evaluation metrics.

A. Dataset

The dataset used in this research is a free public dataset
available to researchers collected from one of the higher
education institutions in Portugal during the academic years
2008/2009 to 2018/2019 [13]. The dataset contains 17
university programs in different disciplines and includes 4424
records, each with 35 features. The data set consists of variables
related to demographic characteristics, in addition to
socioeconomic and academic data. The dataset is available in
csv format. The database can be accessed via the following link:
https://zenodo.org/records/5777340

Percentage of Student Target

Graduate

Enrolled

Dropout

Figure 1: Percentage of Student Target.

Figure 1 shows the distribution of students, with the graduate
category accounting for 50% of the data (2209 out of 4424).
This is followed by dropouts at 32% (1,421 out of 4,424), while
the enrolled category constitutes the lowest percentage at 18%
(794 out of 4,424).

B. Data Preprocessing

1) Data Cleaning: To maintain the quality and accuracy of
the model, we checked and cleaned the data from missing
values during the preprocessing stage, which is essential to
avoid bias and ensure the reliability of the results.

2) Sample Distribution: The dataset contained three student
categories: graduates, dropouts, and enrolled students. To
effectively apply binary classification models, we will
exclude the enrolled student category from the analysis,
allowing the model to focus solely on distinguishing
between graduation and dropout cases.
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Distribution of Dropout and Graduate
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Dropout Graduate

Status

Figure 2: Distribution of Dropout and Graduate.

3) Feature Encoding: Since machine learning algorithms
require numeric data for processing, we checked the
dataset and found that all columns were numeric except for
the Target column. This column contained two text values:
“Graduate” and “Dropout”, which were digitally coded
using binary coding technology, where the value was
assigned 1 for graduating students and 0 for dropouts.

C. Feature Selection

We conducted an exploratory data analysis to understand the
information embedded within the dataset. The primary goal was
to identify patterns and insights that could directly impact the
prediction of whether a student will graduate or drop out. A
Cramér's V correlation plot was created to examine the strength
and direction of relationships between categorical variables.
With the help of a correlation matrix, we identified the most
significant features. Out of 35 available features, we've selected
the following features that we think are the most impactful:
Marital Status, Gender, Age at Enrollment, Scholarship Holder,
Previous Qualification, Mother’s Qualification, Course,
Curricular Units 1st Semester (approved), and Curricular Units
2nd Semester (approved).

Correlation Heatmap between Variables.
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Figure 3: Correlation Heatmap between Variables.
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D. Prediction Using Machine Learning Algorithms

1) Decision Trees (DT): A hierarchical classification model
that systematically splits data using input variables to form
a tree-like structure. The decision nodes evaluate key
characteristics of the data, with branches showing different
possible outcomes [14]. The algorithm continues dividing
until it reaches leaf nodes containing the final classification
results, offering an easy-to-follow decision process [15].

2) Support Vector Machines (SVM): A supervised learning
algorithm that creates optimal boundaries to classify data
points in multidimensional space. SVMs employ
mathematical functions to convert complex data patterns
into simpler forms where separation is achievable. The
method finds the best possible separation line by
maximizing the space between different groups of data,
ensuring the most effective classification of new samples
[16].

3) Logistic Regression (LR): A statistical method that
analyzes how different factors influence group
membership outcomes. The method calculates the
likelihood of belonging to specific groups using a special
mathematical formula, making it especially useful for
predicting two or more possible outcomes. It works by
converting multiple input measurements into probability
values, helping to make clear distinctions between different
groups [17, 18].

4) Random Forests (RF): A collective learning approach
that unites several decision trees to produce more accurate
and robust classifications. The algorithm creates diverse
trees by training each one using selected characteristics and
portions of the learning dataset. Final classifications are
determined through majority voting among all trees,
effectively minimizing prediction errors and enhancing
model performance compared to single decision trees [19].

5) Naive-Bayes (NB): A probabilistic classification
algorithm based on Bayes' theorem that operates under the
fundamental assumption of feature independence. The
algorithm determines the likelihood of various results by
analyzing the frequency of feature combinations in
historical data. For any given input, Naive Bayes computes
the probability distribution across all possible classes and
selects the most probable classification [20]

6) Extreme gradient boosting (XGBoost): XGBoost,
developed by Chen and Guestrin in 2016, is an advanced
version of the Gradient Boosting Decision Tree (GBDT)
algorithm [21]. It enhances GBDT by utilizing a second-
order mathematical approximation of the error
measurement and introducing a regularization term into the
cost function. This inclusion helps simplify the algorithm's
complexity, speeds up convergence, and reduces the risk of
overfitting. Additionally, XGBoost automatically handles
real-valued features, making the modeling process more
efficient.
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The algorithm sequentially builds decision trees, where each
subsequent tree aims to improve the prediction weaknesses of
previous trees. XGBoost includes regularization components to
minimize model errors and employs a unique system of parallel
processing and tree pruning to achieve superior computational
performance and predictive accuracy [22].
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Figure 4: Extreme gradient boosting (XGBoost) [23].

By leveraging the computational power of modern hardware,
XGBoost creates a learning system that stands out for its
accurate results, fast performance, and smart use of resources.
This makes it a valuable tool for solving data science problems,
as it gradually builds better predictions by turning simple
learning rules into a powerful combined system [24].

E. Model Evaluation Metrics

This study employs the Confusion Matrix, Classification
Report, and ROC-AUC metric to evaluate model performance.
The evaluation metrics include Accuracy, Precision, Recall, F1-
Score, and ROC-AUC, which are calculated for each algorithm
to assess their predictive capabilities and determine the most
effective model.

IV. RESULTS

The initial dataset underwent a preprocessing phase where
the "Enrolled" category, comprising 794 students, was excluded
as it did not contribute to our prediction objectives. The final
dataset used in this study consisted of 3630 students, who were
classified into two distinct categories: Graduate and Dropout.
To ensure robust model development and reliable evaluation,
the dataset was strategically divided into two portions: 80% was
allocated for model training purposes, while the remaining 20%
was reserved for testing and validation. This division allowed
us to effectively train our models while maintaining a sufficient
portion of data for evaluating their predictive performance.

A. Application of Machine Learning Algorithms

The performance metrics for different machine learning
models used in this study were evaluated to assess their
predictive capabilities. The analysis included six machine

November 21-23, 2024, Konya, TURKEY



International Conference on Engineering Technologies (ICENTE' 24)

learning algorithms: Decision Trees, Support Vector Machines
(SVM), Logistic Regression, Random Forest, Naive-Bayes
(NB), and XGBoost. Each model's performance was assessed

using

standard evaluation metrics including accuracy,

precision, recall, and Fl-score. The detailed results for each
algorithm are presented as follows:

1) Decision Trees (DT): The Decision Tree algorithm's
performance was assessed through a comparative analysis
of training and testing accuracy. The model achieved 100%
accuracy on training data and 86.64% on testing data.

Table 1: Classification Report Metrics for Decision Trees.
Precision Recall ~ Fl-score Support
Dropout 0.84 0.82 0.83 290
Graduate 0.88 0.89 0.89 436
Accuracy | 0.87 726
Macro ang 0.86 0.86 0.86 726
Weighted avg 0.87 0.87 0.87 726

2) Logistic Regression (LR): The Logistic Regression
algorithm's performance was assessed through a
comparative analysis of training and testing accuracy. The
model achieved 90.74% accuracy on training data and
89.39% on testing data.

Table 2: Classification Report Metrics for Logistic Regression.
Precision Recall ~ Fl-score Support
Dropout 0.92 0.82 0.87 290
Graduate 0.89 0.95 0.92 436
Accuracy 0.89 726
Macro ang 0.90 0.89 0.89 726
Weighted 0.90 0.90 0.90 726
avg

3) Support Vector Machine (SVM): The SVM algorithm's
performance was assessed through a comparative analysis
of training and testing accuracy. The algorithm achieved
89.67% accuracy on training data and 88.29% on testing
data.

Table 3: Classification Report Metrics for (SVM).
Precision Recall ~ Fl-score Support
Dropout 0.94 0.76 0.84 290
Graduate 0.86 0.97 0.91 436
Accuracy 0.88 726
Macro ang 0.90 0.86 0.87 726
Weighted 0.89 0.88 0.88 726
avg

4) Random Forests (RF): The Random Forest algorithm's

performance was assessed through a comparative analysis
of training and testing accuracy. The algorithm achieved
92.05% accuracy on training data and 89.81% on testing
data.

Table 4: Classification Report Metrics for Random Forests.
Precision Recall ~ Fl-score Support

Dropout | 0.91 0.83 0.87 290
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Graduate | 0.89 0.94 0.92 436
Accuracy 0.89 726
Macro ang 0.90 0.89 0.89 726
Weighted avg 0.90 0.90 0.90 726
5) Naive-Bayes (NB): The Naive Bayes algorithm's
performance was assessed through a comparative analysis
of training and testing accuracy. The algorithm achieved
84.44% accuracy on training data and 83.88% on testing
data.
Table 5: Classification Report Metrics for Naive-Bayes.
Precision Recall  Fl-score Support
Dropout | 0.83 0.76 0.79 290
Graduate ‘ 0.85 0.89 0.87 436
Accuracy ' 0.84 726
Macro ang 0.84 0.82 0.83 726
Weighted avg ‘ 0.84 0.84 0.84 726

6) Extreme gradient boosting (XGBoost): The XGBoost

algorithm's performance was assessed through a
comparative analysis of training and testing accuracy. The
algorithm achieved 98.90% accuracy on training data and
90.36% on testing data, achieving the highest testing
accuracy among all algorithms in this study. The following
tables present the evaluation metrics and Confusion
Matrix.
Table 6: Classification Report Metrics for XGBoost.

B.

Precision Recall ~ FI-score Support
Dropout 0.90 0.84 0.87 290
Graduate 0.90 0.94 0.92 436
Accuracy 0.90 726
Macro ang 0.90 0.89 0.90 726
Weighted avg 0.90 0.90 0.90 726

XGBoost - Confusion Matrix
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Figure 5: Accuracy of XGBoost algorithm model.

Comparison of Results

To facilitate a comprehensive comparison of the algorithms'

performance, Table 7 and Figure 6 presents a summary of the
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key evaluation metrics for each:

Table 7: Comparison of Results

Algorithm Accuracy Precision Recall F1-score
XGBoost 90.36 0.90 0.90 0.90
RF 89.81 0.90 0.90 0.90
LR 89.39 0.90 0.90 0.90
SVYM 88.29 0.89 0.88 0.88
Decision Tree 86.64 0.87 0.87 0.87
Naive Bayes 83.88 0.84 0.84 0.84
92.00% q
90.36% 29.81% 20.20%
90.00% T
88.29%
88.00% 86.64%
86.00%
83.88%
84.00%
82.00%
80.00%
Accuracy
XGBoost RF LR
SVM Decision Tree m Naive Bayes

Figure 6: Comparison of results.

As shown in Figure 6, XGBoost achieved the highest
accuracy of 90.36%, followed by Random Forest at 89.81%,
Logistic Regression at 89.39%, and SVM at 88.29%. The lower
accuracy scores were recorded by Decision Tree with 86.64%
and Naive Bayes with 83.88%. This demonstrates that
XGBoost has the best performance.

The ROC-AUC metric was calculated for the six
implemented algorithms. Figure 7 illustrates the ROC-AUC
scores for each algorithm:

ROC Curves Comparison (XGBoost vs Other Models)

p———

i L L
/’——/’ -

True Positive Rate

- = XGBoost (AUC = 0.958)

Random Forest (AUC = 0.952)
—— Logistic Regression (AUC = 0.947)
—— SUM (AUC = 0.943)
—— Decision Tree (AUC = 0.859)
—— Naive Bayes (AUC = 0.900)
—=-- Random

0.4 0.6 0.8 1.0
False Positive Rate

Figure 7: ROC Curves Comparison.

As shown in Figure 7, XGBoost achieved the highest AUC
score of 95.80%, followed by Random Forest at 95.22%,
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Logistic Regression at 94.71%, and SVM at 94.33%. The lower
scores were recorded by Naive Bayes with 89.96% and
Decision Tree with 85.93%. This demonstrates that XGBoost
has the best performance.

C. Prediction Using XGBoost Model

After selecting XGBoost as the best performing algorithm, it
was employed to predict student outcomes for the enrolled
category that was previously separated during preprocessing.
From a total of 794 enrolled students, the model predicted 417
students (52.5%) as likely to complete their studies
successfully, while 377 students (47.5%) were identified as at
risk of dropping out. The distribution of these predictions is
illustrated in Figure 8.

Distribution of Predictions (Drepout/Graduate)

377 | Dropout
417 (47.5%) |

Graduate (52.5%) |

Figure 8: Distribution of Predictions (Dropout/Graduate).

V. CONCLUSION

This study presents an analysis of student dropout prediction
using machine learning algorithms, analyzing 4,424 student
records from a Portuguese higher education institution. In our
comparison of six machine learning algorithms (XGBoost,
Random Forest, Logistic Regression, SVM, Decision Tree, and
Naive Bayes), XGBoost showed the best performance across
multiple metrics. Our results demonstrate that XGBoost
performed better than other tested algorithms, achieving the
highest ROC-AUC score (95.80%) and classification accuracy
(90.36%).

When applied to 794 enrolled students, the model
successfully identified 377 students (47.5%) at risk of dropping
out and 417 students (52.5%) likely to complete their studies.
These results confirm our selection of XGBoost for this
prediction task, particularly due to its effectiveness in
processing complex educational data.

The model provides educational institutions with an effective
tool for early identification of at-risk students, enabling timely
intervention strategies. Future work will focus on developing
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user-friendly interfaces for academic institutions to implement
and interpret predictive models in their decision-making
processes, and integrating automated reporting systems to
facilitate proactive student support measures.
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Negative Voltage Generation

CAGFER YANARATES'

! Department of Electrical and Energy, Kelkit Aydin Dogan Vocational School, Giimiishane University, 29600,
Glimiighane/Turkey, cagferyanarates@gumushane.edu.tr

Abstract - This paper presents a novel approach for
reconfiguring a conventional buck converter into a buck-boost
converter to generate negative voltage, using the same control unit.
The proposed transformation is achieved by strategically
relocating the DC voltage source and adjusting the grounding,
enabling the converter to operate in a buck-boost mode without
requiring additional components or significant modifications to
the existing control structure. This method leverages the inherent
flexibility of the buck converter topology, ensuring compatibility
with both positive and negative voltage generation, which is crucial
in applications such as operational amplifiers, sensor circuits, and
communication systems that require dual or negative voltage rails.
A key advantage of the approach is its ability to maintain the same
control system, avoiding complex redesigns and reducing cost
while enhancing the converter’s versatility. Simulations of the
reconfigured converter reveal that switching frequency and
resistive load variations have a significant impact on output
voltage ripples. Additionally, a critical observation is that the total
voltage stress on the controller and switching components is
dictated by the circuit configuration, rather than solely the input
voltage. This finding highlights the necessity of integrating an
input capacitor to ensure stable operation and minimize voltage
ripples. The study underscores the importance of these factors in
designing reliable reconfigurable converters and provides
practical insights for optimizing performance in systems requiring
negative voltage generation.

Keywords - Buck converter, buck-boost converter, continuous
conduction mode, power stage calculations, pulse width
modulation.

I. INTRODUCTION

EGATIVE voltage generation is essential in a variety of
electronic and power system applications, such as
analogue signal processing, operational amplifier circuits and
systems requiring bipolar power supplies [1-3]. It is crucial for
powering specific components that require a negative supply to
operate correctly, or to provide a stable reference voltage for
accurate measurement and control [4,5]. However, despite its
importance, achieving negative voltage efficiently and cost-
effectively can be challenging, particularly when considering
factors such as power efficiency, control complexity and
adaptability [6,7].
Conventional methods of generating negative voltage
include the use of linear regulators, charge pump circuits and
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specialized DC-DC converters [8]. Linear regulators offer
simplicity, but suffer from low efficiency, especially when high
power levels are required [9]. Charge pump circuits are efficient
but may not be suitable for high power applications or systems
requiring tight voltage regulation due to their reliance on
capacitor switching [10,11]. In contrast, DC-DC converters,
such as the inverting buck-boost converter, offer a more
versatile and efficient solution [12,13]. However, these
converters often require additional control circuitry and special
configurations, which can increase complexity and cost [14].

This paper proposes a novel method of generating negative
voltage by transforming a standard buck converter into a buck-
boost converter using the same control unit. The transformation
is achieved by simply shifting the DC input voltage and
grounding, minimizing additional hardware requirements. By
utilizing the existing control scheme, the proposed method
maintains system simplicity and efficiency while allowing
negative voltage generation. This approach demonstrates the
flexibility and adaptability of buck converters in power
electronics  systems, highlighting their potential for
reconfiguration to meet different power requirements without
significant design changes.

The study focuses on the theoretical analysis of the proposed
configuration. The performance and stability characteristics of
the transformed converter are evaluated through detailed circuit
analysis and simulations, with emphasis on how changes in
input voltage and grounding affect operation. The paper also
discusses the effect of key parameters such as switching
frequency and load variations on voltage ripple and system
performance.

By examining the effects of this reconfiguration, the paper
provides insight into the feasibility and practical application of
using a buck-boost converter for negative voltage generation.
This study serves as a basis for further research and provides a
theoretical framework for the development of more efficient
and adaptable power conversion systems.

II. DETAILED RECONFIGURATION PROCESS AND TOPOLOGY
TRANSFORMATION

A DC-to-DC converter that increases current from its input
(supply) to its output (load) while decreasing voltage is known
as a buck converter or step-down converter. In the buck
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converter topology, both input (V;) and output Vyyr) voltages
are positive, and the gain of the system is achieved up to one.
DC-to-DC converters with an output voltage magnitude that
can be either more or less than the input voltage magnitude is
known as buck-boost converters. In the buck-boost topology,
the output voltage is negative, and the gain of the system is
achieved either lower or higher than one. The generic
representation of synchronous buck and buck-boost converters
is given in Figure 1.

+ R
: t
OFF-Time Vour
- - -— c _L_ - -
te J.!J. J.!J. -
I | !
Vin ON-Time OFF Time | m—— 3 Vour
-———0 —L— + —_———
(b)
Figure 1: The generic representation of the converters (a) buck (b)
buck-boost.

The basis of this study is to obtain a dc-dc buck-boost
configuration without changing the control unit of the dc-dc
buck converter and to produce negative voltage efficiently with
pulse width modulation (PWM) control technique. In this
context, the main structure of the intended configuration with
the integrated control unit is shown in Figure 2.

+o----

Buck [--'
Controller |_

__o+

Buck
Controller
1

1
1
1
1
[

(b)
Figure 2: The main structure of the intended configurations with
integrated control unit (a) buck (b) buck-boost.
The advantage of generating negative voltage with the

proposed topology is using built-in drivers, while two floating
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drivers are required in original buck-boost implementations.
This  application reveals the grounding problem.
Reconfiguration of the buck topology obtained by replacing the
grounding is given in Figure 3. In the new topology, the output
with respect to the relocated ground will be negative voltage.

Vin It ’J
CD Buck -
- Controller L,

1rr Jq T

Relocating
Grounding

T
T3iV

Figure 3: Relocation of the grounding.

It must be noted that the new circuit is not a buck-boost
converter at this stage due to the floating power supply V;y as
shown in Figure 4.

R e Tt )
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Vin igink ’JI: :____»____(;}rounding
N 1 =
C) e S S 0,7, N
> | Controller | o l h
| ! — Vour
1
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Figure 4: Floating power supply.

The solution to the floating power supply problem is possible
by changing its location, as seen in Figure 5.

Relocating of Power
Supply and Grounding

J NG =
—| Buck 4 -
| Controller L, A T
o L T i

Figure 5: Relocation of the power supply.

In this new configuration, the total voltage across the
controller and transistors changes. In the original buck
structure, this is just the input voltage, while in the new
configuration it is the sum of the input voltage and absolute
value of the output voltage.

III. BUCK CONVERTER POWER STAGE

The control circuit and the power stage constitute a switching
power supply. With switches and an output filter, the power
stage handles the fundamental power conversion from the input
voltage to the output voltage. A diode functions as the bottom
switch in an asynchronous buck converter, turning on
automatically when the higher switch—which is implemented
with an IGBT or MOSFET—is turned off. The diode is kept
forward biassed during this operation in continuous conduction
mode (CCM), in which the inductor current stays positive. The
equations controlling the behavior of the buck converter will
change if this requirement is not satisfied.

As seen in Figure 6, the switched architecture of an
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asynchronous buck converter in CCM functions in two different
states.

JETTR ) v
: S . L
o— Y Y Y\ VinVour
: T - T ——=— Commutation
Pl ViV, P
+ PWM Control S NS
Vin— D Cout== Rload3 Vo bon
(a)

1

if 1=l the system works in CCM
(b)
Figure 6: The switched architecture of an asynchronous buck
converter in CCM.

The controllable switch S is activated in the high state when
the control signal is high, connecting the input voltage to the
LC circuit and allowing the inductor current to flow. This
condition, referred to as the on-time t,,, is upheld for a
predetermined amount of time. The control signal then moves
to the low state, turning off the controlled switch and redirecting
the current through the diode. This state, referred to as the off-
time t, 5, lasts for a predetermined amount of time.

IV. BUCK CONVERTER DESIGN EQUATIONS

In this paper, the buck converter is specifically designed to
accept a 50-volt input voltage and convert it to a 25-volt output
voltage. The converter functions at a switching frequency of 10
kHz. Under maximum load conditions, the minimum load
resistance (R,,;,) is determined to be 5 ohms. During CCM
operation, the inductor is permitted to have a maximum ripple
equivalent to 20% of the average inductor current and the
maximum load. Similarly, the capacitor is allowed to exhibit a
maximum ripple of £2% of the average output voltage.

The plant's steady-state duty cycle is presented as follows:

Vout
D= 1
7 ()

The following indicates the average inductor current's upper
limit:
Vout
IL,avg,max = R_ (2)
min
The maximum ripple current in the inductor, which is 20%
of the average current, is as follows:

Al =0.2 X IL,avg,max 3)
The following yields the inductance value, denoted by L:
Vi, (1 —D)D
_Va1=D) @
fswhly,
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As it is 2% of the average output voltage, the ripple voltage
of the capacitor (AV;) or output voltage (AV,,,;) is represented
as follows:

AVe = AV = 0.04 X V¢ (5
The capacitance value, represented by C, is given by:
V(1 —D)D
C — m( > ) (6)
8Lf., AV,

When the diode current drops to zero, the discontinuous
conduction mode (DCM) emerges in the second-order
elementary PWM converters (buck, boost, and buck-boost).
This occurs at a particular operating point based on duty ratio
and load resistance. Boundary condition current of the inductor
I;(p) is calculated as:

Al
IL(B) = 7 ™
Boundary condition load resistance Ry is calculated as:
%
Rp =77 ®)
L(B)

The computed values for the components and parameters of
the proposed buck converter are shown in Table 1.

Table 1: Calculated values for the proposed buck converter.

Variables and Constituents Values
Duty cycle in steady state 0.5
Minimum load inductor current in average (A) 5
Minimum load inductor current ripple in average 1

(A)

Inductance (mH) 1.3
Output voltage fluctuation (V) 1
Capacitance (uF) 12.5
Boundary condition inductor current (A) 0.5
Boundary condition load resistance (£2) 50

V. RESULTS AND DISCUSSIONS

Using calculated values ignoring parasitic resistances the
proposed buck converter is simulated by utilizing
MATLAB/Simulink® software. The internal resistance R,;,
and diode resistance R; of the MOSFET, in ohms (€), are
chosen as 0.001. Similarly, the diode internal resistance Rg(on),
in ohms (Q), is implemented as the default value of 0.001.
Additionally, instead of using constant load, a load step of 2 A
is applied to the output resistance.

Inductor current and output voltage waveforms of the
designed buck converter during the step change of the load is
given in Figure 7.
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Figure 7: Inductor current and output voltage waveforms.

Total voltage across the controller & the switches and output
voltage waveforms of the buck-boost converter reconfigured
from the designed buck topology in the presence of load step
change is given in Figure 8.
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Figure 8: Total voltage across the controller and switches and
output voltage waveforms.

It has been noticed that the voltage waveforms in the new
configuration exhibit extremely big ripples. Signal statistics of
the waveforms obtained in Figure 8 are given in Table 2.

Table 2: Signal statistics of the new configuration.

. e Total Output
Signal Statistics Voltage (V) Voltage (V)
Maximum 117.8 0
Minimum 50 -67.76
Peak-to-peak 67.76 67.76
Mean 87.77 -37.77
Median 85.77 -35.77
RMS 89.31 41.23
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A. Output Voltage Ripple Cancellation in the New
Configuration

A crucial PWM converter parameter that could have a
significant impact on system application is output voltage
ripple, so it is important to pay particular attention to ripple
cancellation. The output voltage ripple is influenced by the
value of the inductor and output capacitor while the converter
is operating in power skip mode (PSM) under light load
conditions. In PSM mode, the voltage ripples are reduced by
using a bigger output capacitor and inductor values. The device
runs in PWM mode under high load circumstances. Output
voltage ripple Vipp;e is calculated with the following equation:

V.. _ Iripple [rippleRESRZC fsw (9)
rivvle T gef 2 D(1-D)
Inductor current ripple calculation is performed with the
following equation:
1-D
Iripple = Vour X m

(10)

where Lippie, fow and Rgggp are inductor current ripple,
switching frequency and equivalent series resistance of the
output capacitor, respectively. The Figure 9 demonstrates how
various switching frequencies affect output voltage ripples.

f_=10kHz
sw

f_ =50kHz
sw

f =20kHz =100 kHz
0 swW. swW
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o -
(o]
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> -
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o | | |

J | |
0 0.005 0.01 0.015 0.02
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Figure 9: Output voltage ripple under various switching
frequencies.

For easier computation, a more basic output voltage ripple
model is assumed. The voltage ripple resulting from the
capacitor alone and the voltage ripple resulting from the resistor
alone add up to the total output ripple with the following
equation:

Iripple
= + LippieR
8Cfsw ripple *ESR

an

Vripple

As seen in the simplified calculation in Equation 11, ripple
attenuation in the output voltage requires choosing a proper
RpsrC regime determined by implementation of a suitable
capacitor as well as appropriately selected switching frequency,
inductor and load values. Figure 10 illustrates the impact of
different resistive output loads on output voltage ripples.
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Figure 10: Output voltage ripple under various loads.

VL

This study demonstrates a novel and efficient method for
transforming a conventional buck converter into a buck-boost
converter capable of generating negative voltage while utilizing
the same control unit. By strategically relocating the DC
voltage source and adjusting the grounding configuration, the
converter is reconfigured to operate in a buck-boost mode
without the need for additional components or significant
modifications to the existing control system. This approach
takes advantage of the inherent flexibility of the buck converter
topology, making it suitable for generating both positive and
negative voltage rails, which is particularly important for
applications such as operational amplifiers, sensor circuits, and
communication systems that require dual or negative voltage
supplies.

The findings reveal that the switching frequency and output
resistive load significantly influence the output voltage ripples.
Proper selection of these parameters is essential for minimizing
ripples and achieving stable converter performance.
Additionally, the study highlights that the total voltage stress on
the controller and switching components depends on the circuit
configuration rather than solely the input voltage, emphasizing
the necessity of incorporating an input capacitor to stabilize
operation and reduce voltage fluctuations.

Overall, this study provides valuable insights into the design
and optimization of reconfigurable converters for applications
requiring negative voltage generation. The proposed method
enhances the versatility and cost-effectiveness of the converter
by maintaining the original control unit, offering a practical and
efficient solution for modern electronic systems that demand
flexible and reliable power conversion capabilities.

CONCLUSION
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Abstract — Piezoelectric elements produce electric voltage when
subjected to vibration. As the vibration intensity increases, the
electric amplitudes produced increase. The amplitude of the
electrical signals generated by particles of various sizes hitting a
piezoelectric element was measured. The piezoelectric element
with a resonance frequency of 2.4 MHz was placed in the flow tube
of a vacuum cleaner. The same amount of semolina particles, the
sizes of which were 180-212 p, 212-355 p, 355-500 p, collided with
the piezoelectric element at a speed of approximately 10 m/s by
operating the vacuum cleaner. The electrical signals produced by
the piezoelectric element were amplified with an amplifier circuit
and then recorded for half a second at a rate of 1 million samples
per second. A program was written to calculate the voltage level
and the number of amplitudes in the signals. The highest
amplitude values in the signals were measured as 1.08 V, 1.21 V
and 1.65 V for 180-212 p, 212-355 p, 355-500 p semolina mixtures,
respectively. The total number of amplitudes exceeding the 0.6 V
threshold in the signals was measured as 21, 184 and 7905,
respectively. The results obtained showed that the material size
ranges changed proportionally with the amplitude values and
could be used as a scale in material size estimation.

Keywords - Acoustic emission, piezoelectric, particle size
distribution, signal processing

1. INTRODUCTION

IEZOELECTRIC materials have a chemical structure that

produces electrical energy when pressure is applied to them
or when particles are impacted. When particles of different
sizes and densities hit piezoelectric elements, information about
the impacting particles can be obtained by analyzing the
properties of the electrical signals produced by the piezoelectric
element. Many studies have been conducted on this subject
using different types of materials and piezo elements with
different properties. A piezoelectric sensor was placed in a
conveying pipe where coal dust was carried. Impact
experiments were carried out with glass and coal particles of
sizes 64 pm, 74 pm, 103 pm and 133 um and it was observed
that the impact amplitudes and durations increased as the
particle size increased [1]. Experiments were conducted using
iron, steel and aluminum particles of sizes ranging from 0.15 to
1.1 mm. It was observed that particle sizes could be measured
by analyzing the electrical signals generated by particles
dropped by free fall onto a plate to which a piezoelectric-based
sensor was attached [2]. Particles ranging in size from 4 to 16
mm were dropped by free fall onto a surface to which the
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piezoelectric element was attached and the electrical signals
generated were analyzed. As a result of the analysis, it was
observed that small particles had higher amplitudes at high
frequencies and large particles had higher amplitudes at low
frequencies [3]. The particles of willow and miscanthus plants
with sizes ranging from 400 to 5000 pm were collided with a
piezoelectric sensor at different speeds and mass flow rates to
measure the size distribution of the particles in the mixture [4].
The proportions of glass powders with sizes ranging from 20 to
250 um in the mixture were measured. It was observed that as
the sizes of the particles increased, the signal amplitudes they
produced also increased [5]. The impact effects of small dust
particles were investigated using the piezo ceramic element in
lead zirconium titanate chemistry [6]. The impact effects of
granules of various sizes were investigated using the
piezoelectric element in polyvinyl difluoride chemistry [7]. As
aresult of the experiments carried out at different impact speeds
using glass powders with diameters ranging from 0.4 to 1.2 mm,
it was concluded that the Stronge theory models the impact
effect better than the Hertz theory [8]. It has been observed that
particle sizes can be measured with an error of 10% with a
particle sizing algorithm in which the acoustic emission signals
generated because of experiments using glass bubbles are
analyzed [9]. It has been shown that particle sizes can be
calculated with a thresholding algorithm because of
experiments in which glass and polyethylene particles with
sizes ranging from 150-212 and 150-250 pum are dropped onto
the surface to which an acoustic emission sensor is attached by
free fall [10], [11].

In this study, semolina particles with sizes ranging from 180-
212 pum, 212-355 pm, 355-500 um were used. The signals
created by these particles, which collided with a piezoelectric
element placed in the flow pipe of a vacuum cleaner at a speed
of approximately 10 m/s while the vacuum cleaner was running,
were recorded. A thresholding algorithm was developed to find
and count peak amplitudes for the analysis of the signals. The
amplitude levels and numbers in the electrical signals produced
by the piezoelectric element because of the collisions of
particles of different sizes were examined.

II. MATERIALS AND METHODS

The experimental setup shown in Figure 1 was set up to
measure the effects of semolina particles of various sizes hitting
the piezoelectric element. The setup consists of a vacuum
cleaner, a flow pipe with a length of 1 m and a diameter of 5
cm, and a piezoelectric element fixed inside the flow pipe to
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create the impact effect. The resonance frequency of the
piezoelectric element used is 2.4 MHz, its diameter is 16 mm
and its thickness is 1 mm. The piezoelectric element is seen in
Figure 1. This element is fixed inside the flow pipe of the
vacuum cleaner in the experimental setup shown in Figure 2.
The vacuum cleaner was operated by placing 20-25 grams of
semolina particles at the end of the vacuum cleaner in each
experiment. The particles hitting the piezoelectric element
placed inside the flow pipe caused the element to produce
electrical signals. These signals were amplified using a circuit
that increases voltage by 10 times. Then, 523260 samples were
taken and recorded at a rate of 1 million samples per second
using a USB type oscilloscope. A software was developed in
the MATLAB program to measure the amplitude levels and
numbers in the recorded signals. The envelope function was
used to find the envelopes of the signals formed in the software
and the FINDPEAKS function was used to find the peak
amplitudes and numbers.

Figure 1: Piezoelectric Element
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Piezo element el P
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Figure 2: Experimental Setup

III. RESULTS

The appearances of the signals created by semolina particles
with sizes ranging from 180-212 pum, 212-355 pm, 355-500 pm
in the algorithm interface are given in Figure 3, from top to
bottom, respectively. The images of these signal samples can
be seen in more detail by zooming in, and their states containing
10000 samples are given in Figure 4 and 1000 samples are
given in Figure 5. The vertical axes define the voltage
amplitude values, and the horizontal axis defines the sample
numbers. Signal envelopes are seen in Figure 5. It is clearly
seen in the figures that the amplitudes of the semolina increase
with the increase in their size. The peak amplitudes and widths
calculated with the FINDPEAKS function according to the
signal envelopes are seen in Figure 6. The number of peak
amplitudes falling into the voltage amplitude ranges in the
signals with the developed thresholding and counting software
is given in Table 1. The total peak amplitude numbers and the
highest peak amplitude values in the signals were given in
Table 2.
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Figure 4: Signal views of 10000 sample
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Figure 5: Signal views of 1000 samples
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Figure 6: Signal envelopes and peak amplitudes

Table 1: Peak values counted because of thresholding

Signal Lower Upper Total number
threshold | threshold of peaks

Signal 1 (180-212) 0 0.3 12035
Signal 1 (180-212) 0.3 0.6 858
Signal 1 (180-212) 0.6 0.9 19
Signal 1 (180-212) 0.9 1.2 3
Signal 1 (180-212) 1.2 - 0
Signal 2 (212-355) 0 0.3 10259
Signal 2 (212-355) 0.3 0.6 2133
Signal 2 (212-355) 0.6 0.9 156
Signal 2 (212-355) 0.9 1.2 25
Signal 2 (212-355) 1.2 - 3
Signal 3 (355-500) 0 0.3 724
Signal 3 (355-500) 0.3 0.6 3938
Signal 3 (355-500) 0.6 0.9 4001
Signal 3 (355-500) 0.9 1.2 2943
Signal 3 (355-500) 1.2 - 961

Table 2: Calculated peak numbers and highest peak values

Semolina Sample Total number Max
sizes number of peaks peak
value
Signal | 180-212 523260 12915 1.0861
1 micron
Signal | 212-355 523260 12576 1.2135
2 micron
Signal | 355-500 523260 12567 1.6519
3 micron

As the size of the semolina particles increases, the amplitudes
produced when they hit the piezoelectric element also increases.
The highest amplitudes for semolina particles with sizes
between 180-212 um, 212-355 pm, 355-500 um were measured
as 1.08, 1.21 and 1.65 V, respectively. In the amplitude counts,
the amplitude numbers exceeding the 0.6V threshold were
measured as 21, 184 and 7095, respectively. As a result, it was
seen that the amplitude and numbers produced by the particles
hitting the piezoelectric element and the sizes of the particles
could be measured. Consistent with previous studies, it was
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observed that the amplitudes produced increased with the size
of the impacting particles.
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Abstract - Brain tumors, Alzheimer’s disease, stroke, and
multiple sclerosis are categorized as neurological disorders. These
conditions are among the most challenging diseases in medicine
and affect more than one billion people worldwide. In addition to
having a detrimental impact on the patient’s life and the lives of
their family members, in certain cases, these diseases can lead to
the patient’s death. Therefore, it is critical to detect these issues as
early as possible in order to slow down or even halt the progression
of the disease.

Artificial intelligence (Al), a field of computer science, has
demonstrated great capability in analyzing complex healthcare
data and identifying key patterns within large datasets in today’s
modern world. Advances in Al applications in the medical field
have shown promising potential in diagnosing and identifying
diseases. The subfields of Al including machine learning (ML)
and deep learning (DL), have garnered significant attention from
the medical industry. ML and DL are increasingly being employed
in medicine to achieve precision treatment and enhance patients’
quality of life. Due to their ability to identify complex and abstract
patterns, ML and DL methods have proven beneficial in
neuroimaging studies of neurological disorders, which are
characterized by subtle and scattered changes. These methods are
particularly useful for detecting and predicting neurological
disorders.

This study provides an overview of the types and diagnostic
methods of neurological disorders. It also includes an examination
of the applications and techniques of ML and DL, which are
among the most impactful fields in computer science, as applied to
neurological disorders.

Keywords - Deep Learning, Machine Learning, Neuroimaging,
Neurological Disorders, Prediction, Artificial Intelligence.

I. INTRODUCTION

UE to population growth and an aging demographic, the

prevalence of long-term neurological diseases (NDs) is
increasing [1]. It is estimated that one in five individuals
worldwide suffers from neurological issues, with the
prevalence of neurological disorders rising more significantly
among younger populations than adults [2]. These conditions
are often accompanied by symptoms such as pain,
disorientation, muscle weakness, loss of consciousness,
depression, and other issues. In modern medicine, diagnosing
these diseases presents a major challenge [3]. According to a
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study conducted by the World Health Organization, conditions
such as epilepsy, Alzheimer's disease, and stroke affect over
one billion people globally [1].

Diseases affecting the nervous system are known as
neurological disorders, with over 600 distinct diseases
estimated to affect the nervous system, including Alzheimer’s
disease, epilepsy, stroke, Parkinson’s disease, dementia,
migraine, multiple sclerosis, brain tumors, and others [4].
Neurological disorders, commonly identified by behavioral,
cognitive, or brain-related issues, typically impair an
individual’s ability to walk, speak, learn, or move.These
conditions directly affect the human spine and brain and are
extremely serious. Significant impairments associated with
certain brain diseases can lead to an increased risk of mortality
[5]-

The wvariability in brain responses exhibited by each
individual makes the treatment of neurological disorders highly
challenging. Neurological issues need to be identified as
quickly as possible, and currently, the primary criterion for
diagnosing neurological diseases is the expertise of medical
professionals, requiring neurologists to spend hours diagnosing
a single patient [3]. This highlights the need for a reliable and
advanced diagnostic system that can assist in the identification
and assessment of such disorders. There are several stages in
identifying neurological disorders, and technological
advancements that enhance the accuracy and effectiveness of
clinical assessments can improve traditional clinical practices
and enable more affordable and personalized treatment options
[6]. To achieve this goal, various neuroimaging techniques and
analytical approaches based on deep learning (DL) and machine
learning have been developed for the early detection and
appropriate treatment of these diseases [7].

This study provides insights into subtypes and diagnostic
methods for neurological diseases, including brain tumors,
Alzheimer's, stroke, and multiple sclerosis, while also
summarizing proposed diagnostic approaches from the
literature. It aims to support researchers focused on diagnosing
neurological diseases by highlighting areas where artificial
intelligence can contribute to understanding these diseases and
enhancing diagnostic methods.
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II. NEUROLOGICAL DISORDER: TYPES AND DIAGNOSIS
METHODS

A. Brain Tumor

The brain, the most complex organ in the human body,
controls all of our mental and physical functions [8]. A brain
tumor is a mass formed by abnormal cells in the brain. Early
diagnosis of brain tumors is crucial for saving lives [5].
Symptoms of brain tumors include headaches, seizures, speech
and vision problems, memory loss, and loss of balance [8]. In
the early stages of the disease, brain cancer is at a treatable and
potentially curable stage. A brain tumor example is shown as
Figure 1.

e ————

Figure 1: A brain tumor example [9].

1) Types of Brain Tumor:

Primary brain tumors are classified into two categories:
benign and malignant. Benign tumors do not spread to other
parts of the body. However, they can become problematic if
they compress normal brain tissue or press on nerves.
Malignant tumors, on the other hand, have the ability to invade
nearby tissues and may even spread to other parts of the body,
posing a life-threatening risk.

According to the World Health Organization (WHO), brain
tumors are classified into four grades [5]:

e Pilocytic Astrocytomas or Grade I: These tumors grow
slowly and do not spread rapidly. They are often almost
entirely removable through surgery and are associated with
increased long-term survival rates.

e Low-Grade Astrocytomas or Grade II: These tumors grow
slowly but have the potential to spread to other tissues and
transform into higher-grade tumors. They may recur even
after surgical removal.

e Anaplastic Astrocytomas or Grade III: These tumors can
infiltrate nearby tissues and grow more quickly than Grade
II tumors. Surgery may be supplemented with
chemotherapy or radiation therapy for this type.

e  Glioblastoma Multiforme or Grade IV: Known as the most
aggressive and invasive tumors, these can even utilize
blood vessels to support their rapid growth.

2) Diagnosis of Brain Tumor:

A neurologist specialist typically makes the diagnosis of
brain cancer. MRI and/or CT scans are two common imaging
methods used in this process, while a biopsy, in which a sample
of brain tissue or cells is taken during brain surgery, represents
another diagnostic procedure. Completing a thorough
neurological and physical examination is also a critical step in
the diagnostic process [10]. The most frequently used
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techniques for investigating brain cancers include positron
emission tomography (PET), magnetic resonance imaging
(MRI), computed tomography (CT), angiography, and X-rays
[5]-

Magnetic resonance imaging (MRI) is a widely used tool for
understanding tumors and tracking their progression.
Segmenting brain tissue and tumors through MRI imaging has
garnered significant attention. As part of standard diagnostic
procedures, MRI images are examined to detect abnormalities
and diagnose brain tumors. Manual tumor segmentation from
MRI images by experts is time-consuming, subjective, and
prone to inter-observer variability. Consequently, automated
segmentation offers a solution to these challenges, reducing the
need for manual segmentation. Other imaging methods used in
brain tumor analysis, such as CT and PET scans, have
limitations; the radioactive tracers employed can pose health
risks [11].

Additionally, compared to standard X-ray images, CT scans
provide more detailed information [12]. Furthermore, brain
tumors smaller than 3 mm, which may not be detectable through
CT or MRI, can be identified using near-infrared imaging
technology, which transmits temperature data via wireless
sensor networks (WSNs). Figure 2 shows the positive and
negative tumor images.

wage Brain Non Tumor lmage

Brain Tumor

Figure 2: Positive and negative tumor images [13].

B. Alzheimer’s Disease

Alzheimer’s disease (AD) is the most severe and common
neurodegenerative disorder. It begins with the death of brain
cells in regions associated with language and memory, leading
to memory loss and impairments in daily functioning [14]. In
developed countries, AD is one of the leading causes of death,
affecting not only psychological functions but also having a
profound impact on daily life.

1) Types of AD:

Alzheimer’s disease manifests in three primary forms:

o Familial Alzheimer’s Disease (FAD): Genetic mutations
cause this rare form of Alzheimer’s, typically affecting
individuals in their 30s, 40s, and 50s.

e Early-Onset Alzheimer’s Disease: Individuals under the
age of 65 are susceptible to this type of Alzheimer’s. It
is relatively rare compared to late-onset Alzheimer’s and
progresses more rapidly.

e Late-Onset Alzheimer’s Disease: This most common
form usually affects individuals over 65. It does not
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appear to be caused by genetic mutations and progresses
slowly. A progression of AD is illustrated as Figure 3.

THE HUMAN BRAIN

Atrophy of
Cerebral Cerebral
cortex

‘\‘r’ i

Hippocampus

Enlarged
ventricles
Atrophy of
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Figure 3: Progression of AD from mild to severe [15].

2) Diagnosis of AD:

In the past, experts used manual detection systems to
diagnose the progression of various stages of Alzheimer’s
disease (AD). However, errors made by these manual systems
could lead to adverse outcomes for patients. Early stages of AD
can now be automatically detected using the latest machine
learning (ML) and deep learning (DL) methods [14].

Early detection of the disease is crucial to slow its
progression and delay Alzheimer’s. Cognitive domains affected
by AD, such as language, memory, and orientation, are assessed
using neuropsychological tests. Cerebrospinal fluid (CSF)
analysis is among the most reliable diagnostic methods due to
its ability to reveal biomarkers, but the procedure to obtain this
fluid is an expensive medical intervention that not all patients
can afford [16].

Imaging techniques like PET and MRI provide essential
biomarker information by showing early structural and
molecular changes in the brain. Recent advances also allow
doctors to use PET scans to visualize tau and AP proteins
associated with AD [17].

C. Stroke

Stroke is a medical emergency caused by an interruption in
blood flow, leading to the sudden death of brain cells in a
specific area. This condition can result in outcomes such as
paralysis, speech impairment, memory loss, coma, and
permanent brain damage.

The sooner a stroke victim receives medical intervention, the
greater their chances of achieving a full recovery.

1) Types of Stroke:

The two most common types of stroke are hemorrhagic and
ischemic [18]:

e Hemorrhagic stroke: Caused by bleeding or leaking

blood from arteries.

e Ischemic stroke: Results from insufficient blood and

oxygen reaching the brain.

Depending on the cause of reduced blood flow to the brain,
ischemic stroke can be further classified as thrombotic or
embolic.

2) Diagnosis of Stroke:

Neurological physiological techniques such as blood tests
and evoked potential tests, along with brain imaging techniques
like CT, MRI, X-rays, EKG, and EEG, can be used to diagnose
stroke [4]. Despite the potential risks associated with these
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procedures, such as radiation exposure or allergic reactions to
contrast agents, CT and MRI are the most commonly used for
stroke diagnosis.

Additionally, EEG data can be collected and analyzed in real-
time, at a low cost, and with fewer adverse effects. It is
considered a practical and cost-effective method for monitoring
stroke patients, particularly those with high recurrence rates in
daily life, through 24-hour EEG readings [19].

D. Multiple Sclerosis

One of the most common causes of acquired neurological
disorders in young adults is multiple sclerosis (MS). The
disease progression is characterized by autoimmune and
inflammatory central nervous system demyelination and
unpredictable relapses [20-21] .

1) Types of MS:

The most common types of multiple sclerosis (MS) are:
Asymptomatic MS, Relapsing-Remitting MS, Secondary
Progressive MS, Primary Progressive MS, and Progressive-
Relapsing MS [22]:

In the majority of MS patients, the disease follows a
relapsing-remitting form, either partially or fully. The initial
attack is typically classified as a clinically isolated syndrome.
Most of these patients will transition to a progressive phase,
known as secondary progressive MS, with or without relapses.
In some individuals who do not experience relapses, a slow-
progressing course, known as primary progressive MS, is
observed. When some individuals experience relapses in the
later stages, this condition is referred to as progressive-
relapsing MS. In some cases of relapsing-remitting MS, the
disease progresses with minimal disability and a mild course
over the years; this form is known as benign MS.

2) Diagnosis of MS:

MS diagnosis requires both spatially and temporally
dispersed lesions in the central nervous system to be observed.
Typically, a combination of imaging, blood tests, clinical
evaluation of symptoms, cerebrospinal fluid examination, and
assessment of evoked potentials is used to rule out other
diseases with similar symptoms.

Currently, MRI is the most useful method for diagnosing
MS. Diffusion MRI scanning is a type of detection technique
that uses magnetic fields and radio waves to measure the
relative water content of body tissues and distinguish between
healthy and diseased tissues [5].

III. MACHINE LEARNING AND DEEP LEARNING APPROACHES FOR DIAGNOSIS

A. The Studies on Brain Tumor Diagnosis

The study focusing on developing brain tumor classification
models presents an approach that combines deep learning
methods with Generative Adversarial Networks (GAN)-based
data augmentation. It investigates improvements in MRI
processing for brain tumor classification, concentrating on the
use of contemporary deep learning models and enhancing
model performance through GANs [23]. The study
demonstrates significant increases in tumor classification
accuracy and robustness with the proposed data augmentation
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method.

In another study on brain tumor classification [24], a novel
ensemble model combining the advantages of existing deep
learning models such as VGG16, InceptionV3, and Xception
achieves an accuracy of 96.94%. This approach has proven to
be useful for classifying four categories: pituitary cancers,
glioma tumors, meningioma tumors, and no tumor, with
varying performance metric values.

The study introduces a deep learning approach for brain
tumor diagnosis based on MRI images and CNNs. A dataset
divided into four categories—glioma tumors, meningioma
tumors, no tumor, and pituitary tumors—was used [25]. The
performance of InceptionV3, ResNet50, and VGG16 was
compared by automatically extracting features from MR
images.

A study employing Dense-Net and Dark-Net classifiers for
3D MR image-based brain tumor diagnosis presents an
advanced method. By efficiently segmenting and classifying
tumors, it achieves a dice similarity coefficient of 97.91% and
an accuracy of 98.67% [26]. These findings demonstrate the
strong performance of deep learning models in accurately
identifying and categorizing brain tumors from medical images
and how such models can improve diagnostic precision.

Another study [27] focuses on how image augmentation
techniques perform when applied to deep transfer learning
models for brain tumor detection. Evaluations were carried out
on three well-known models both before and after data
augmentation: InceptionV3, VGG16, and DenseNet169. The
results show that image augmentation significantly enhances
the accuracy and robustness of these models. This highlights the
importance of developing medical datasets to provide reliable
frameworks for brain tumor classification.

The study [28] aims to apply deep learning approaches for
classifying brain cancers in MRI images, specifically
investigating spatiotemporal models. By using advanced neural
network designs like ResNet (2+1)D and ResNet Mix, it
improves the classification accuracy of low- and high-grade
gliomas. These models, initially developed for video
recognition, were adapted to 3D MRI data, ensuring more
accurate tumor identification and classification. Furthermore,
the study concludes that the application of transfer learning
techniques strengthens model performance and results in
significant improvements in computational efficiency.

B. The Studies on Alzheimer’s Disease Diagnosis

This study [29] presents a technique for Alzheimer’s Disease
(AD) diagnosis using spectrogram features extracted from
speech data, enabling families to recognize the early onset of
the disease and take preventive actions. The study utilizes
machine learning algorithms in combination with Internet of
Things (IoT) devices to distinguish between AD patients and
healthy controls based on voice data obtained from 23 elderly
adults. The ability of artificial intelligence to analyze subtle
changes in speech that human listeners might miss is
emphasized in this work.

The study [15] examines relevant studies that use MRI data
along with various ML and DL methods to investigate
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Alzheimer’s disease. One of the methods in the study involves
assessing cognitive function and protein levels in cerebrospinal
fluid (CSF). MRI biomarkers, especially for early detection of
mild cognitive impairment (MCI), are noted to hold great
promise for distinguishing dementia and control groups. The
study also mentions that diffusion tensor imaging (DTI) and
functional MRI contribute information about the connections in
AD, though regulatory approval for clinical use is still needed.

In this study [30], an automated method using sagittal MRI
is developed to define AD. Transfer Learning (TL) approaches
are applied to enhance accuracy by using sagittal MRIs from
the ADNI and OASIS datasets. The study emphasizes the need
for TL to develop deep learning models and reduce the costs
associated with dataset collection, especially when data
samples are scarce. The proposed method includes a support
vector machine (SVM) classifier for model evaluation and a
ResNet artificial neural network (ANN) for feature extraction,
showing good performance on both datasets. To improve
detection accuracy, the developed method integrates MRI data
with patient demographics.

This research [31] distinguishes between typical ML and DL
methodologies in AD diagnosis. It highlights the necessity of
image preprocessing to enhance learning quality, using popular
deep learning techniques such as CNNs, RNNs, DNNs,
Autoencoders (AEs), and Deep Belief Networks (DBNs) for
classification. The study also examines the challenges related
to managing datasets in deep learning applications, offering
suggestions for potential corrections based on existing research.

The study [32] combines multimodal data such as MRI
imaging, electronic health records (EHR), and genetic
information (SNP) to build a DL architecture for differentiating
between AD, MCI, and control groups. 3D CNNs are used for
analyzing MRI data, while stacked denoising autoencoders are
employed to extract features from clinical and genetic data. The
results show that the deep models outperform traditional
models like decision trees (DT) and SVM. Additionally, the
research proposes an approach to feature interpretation using
degradation and clustering analysis, emphasizing the potential
of DL to improve prediction accuracy in AD staging.

This study [33] provides a hybrid DL technique for early AD
diagnosis by integrating neuropsychological test scores and
multimodal imaging data using CNN and Long Short-Term
Memory (LSTM) algorithms. The approach uses two datasets
consisting of PET and MRI images. Ant Colony Optimization
(ACO) is applied to reduce noise, modified fuzzy C-means is
used to segment images, and DNN is used for final
classification.

C. The Studies on Stroke Diagnosis

The proposed study [34] uses a variety of DL and ML
algorithms to predict stroke probability at an early stage.
Extreme Gradient Boosting (XGBoost), AdaBoost, LightGBM,
Random Forest, Decision Tree, Logistic Regression, K-Nearest
Neighbors, SVM, Naive Bayes, and ANN models were utilized.
Random Forest achieved a maximum accuracy of 99%,
followed by a four-layer ANN with 92.39% accuracy. The
study concludes that ML techniques outperform deep neural
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networks in stroke prediction. Principal Component Analysis
(PCA) was used to minimize the dimensionality of the dataset
and retain the most important features for classification.

This paper [19] presents a stroke prediction algorithm based
on DL applied directly to raw EEG data, regardless of
frequency features. Real-time EEG data were used to create and
compare various models such as LSTM, Bidirectional LSTM,
CNN-LSTM, and CNN-Bidirectional LSTM. The CNN-
Bidirectional LSTM model achieved 94.0% accuracy. The
findings indicate that stroke risk can be predicted in real time,
providing a non-invasive, low-cost technique for early stroke
diagnosis. The study emphasizes the potential for real-time
monitoring, especially for those at high risk of recurrent strokes.

This study [35] used three deep learning object detection
networks—Faster R-CNN, YOLOv3, and SSD—to
autonomously identify ischemic stroke lesions in brain MRI
images, achieving an accuracy rate of 89.77%. Important
information for the diagnosis and management of ischemic
stroke was obtained from statistical analysis of the lesion areas,
shapes, and associated impairments. For small object detection,
Faster R-CNN was combined with SSD and YOLOv3, with
YOLOV3 incorporating multi-scale feature layers to improve
speed. The results support both stroke prevention and smart-
assisted diagnosis.

This study [36] focuses on improving the quality of CT scan
images of stroke patients using image optimization and noise
reduction preprocessing approaches. Eight machine learning
algorithms were used to classify stroke images into ischemic
and hemorrhagic subtypes: KNN, Naive Bayes, Logistic
Regression, Decision Tree, Random Forest, Multi-Layer
Perceptron (MLP-NN), DL, and SVM. The Random Forest
model produced the best results with the highest accuracy
(95.97%), precision (94.39%), recall (96.12%), and F1 score
(95.39%).

In this study [37] diffusion-weighted MRI (DWI) and MRI
images of patients who suffered an acute ischemic stroke within
24 hours of symptom onset were analyzed using automated
image processing. From each image, 89 vector features were
extracted using infarct segmentation, image registration, and
feature extraction processes. Three ML models—RO, SVM,
and LR—were created to categorize the onset of the stroke
within 4.5 hours. All ML models demonstrated high specificity
(>0.85) and superior sensitivity (>0.70) when compared to
human readings of DWI and MRI mismatches. The results
suggest that ML methods enhance the process of identifying
potential candidates for acute intervention.

This paper [38] proposes an automated method for defining
and segmenting CT scans using deep learning networks. The
model achieved 100% accuracy in classifying images as either
hemorrhagic stroke or non-stroke. A combination of Mask R-
CNN and KNN achieved 99.93% specificity and 99.73%
accuracy for stroke segmentation within four seconds. The
effectiveness and robustness of the proposed strategy were
highlighted while addressing segmentation and classification
challenges..
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D. The Studies on Multiple Sclerosis Diagnosis

The study based on optical coherence tomography (OCT)
and clinical data [39] demonstrates that ML methods can
improve early diagnosis and predict the long-term course of
MS. According to the research, the thickness of the retinal nerve
fiber layer (RNFL) is considered a valid biomarker for MS,
which can lead to personalized treatment plans for patients. The
study, using a five-layer architecture consisting of a
bidirectional LSTM layer and several input layers, highlighted
the effectiveness of OCT in providing fast, affordable, and non-
invasive evaluation of RNFL thickness. By training LSTM
models through backpropagation over a 10-year follow-up
period, the study emphasized its effectiveness in predicting MS
diagnosis and disability progression.

This study [40] evaluates the use of deep learning algorithms
to differentiate between neuromyelitis optica spectrum disorder
(NMOSD) and MS. A 3D-CNN model trained on MRI images
and clinical data achieved an accuracy of 71.1%. Neurologists
showed moderate reliability (k = 0.47-0.50), but the model
provided faster results and greater consistency (inter-rater
reliability, k = 1.0).

This paper [41] assesses the practical use of a Deep Back
Projection Network (DBPN) model in improving the image
quality of accelerated routine brain MRI scans in MS patients.
The study focuses on T1-weighted volumetric measurements
(thalamus, total brain, gray matter, and white matter), which are
associated with neurological outcomes in MS patients. The DL
model successfully improved accelerated T1-weighted image
quality while maintaining the relationship between volumetric
measurements and neurological outcomes, making the images
similar to traditional MRI scans. According to the study,
improved imaging can provide clinically meaningful insights
into the progression of MS.

This study [42] develops a DL model based on a single
hidden layer for MS diagnosis prediction. The model includes
a regularization term to prevent overfitting and reduce
complexity. Compared to four traditional ML methods, the
model showed better prediction accuracy (0.8965) and reduced
loss (3.573). From a 74-gene expression profile associated with
MS etiology, 35 significant features were selected for model
training using dimensionality reduction techniques. The YSA
model offers two benefits: improving prediction accuracy and
providing insights into genetic variations affecting MS
sensitivity. The findings suggest that the model could assist in
clinical decision-making and the development of preventive
medications.

In this study [43] lesions in the MRI images of RRMS
patients were classified using DL. The segmentation
classification was performed, and performance was evaluated
using five-fold cross-validation on predictions combined
through a fully connected network. The study indicates that DL
detected healing lesions without the need for gadolinium-based
contrast agents, which would improve patient safety and reduce
costs.

This study [44] used brain MRI data to create a DL model
based on a modified ResNetl8 to differentiate between
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NMOSD and MS. After training with 5-channel images from
3D MRI scans, the model achieved 76.1% accuracy, 0.85 AUC,
77.3% sensitivity, and 74.8% specificity. The study indicates
that white matter lesions are significant classifiers. This model
provides a strong tool for clinical differentiation between MS
and NMOSD, supporting the use of ML in neurology.

IV. CONCLUSION

The growing number of people affected by neurological
disorders and the difficulty in diagnosing these conditions
highlight the need for early detection and better treatment
options. Recent developments in artificial intelligence (Al),
particularly in machine learning (ML) and deep learning (DL),
offer promising solutions for the diagnosis and prediction of
these diseases. ML and DL techniques, when applied to
neuroimaging, have shown great potential in identifying subtle
patterns and improving the accuracy of diagnoses. This study
highlights the significance of Al-driven diagnostic approaches
in managing neurological disorders, facilitating early disease
detection, providing personalized treatment plans, and
improving patient care. As Al technology keeps advancing, it
has the potential to greatly improve how we diagnose and treat
these complex conditions.
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Abstract - Electroencephalography (EEG) electrodes are
special sensors used to measure the electrical activity of the brain.
These electrodes are placed on the scalp and provide information
about neural activity by recording brain waves. EEG electrodes
are usually small metal disks that are attached to the scalp with a
conductive gel or adhesive. The development of biomedical
devices, such as EEG electrodes, often requires human trials,
which are complicated by the variability of EEG signals, their
dependence on movement, and ethical concerns. To address these
challenges, artificial tissues (phantoms) are used as substitutes for
human organs. This study involved the creation of a skull phantom
designed to generate artificial EEG waves. Using Fused Deposition
Modeling (FDM) with polylactic acid (PLA) and A366/CQ black
steel, beams were placed at three locations on the PLA skull
phantom. The phantom was tested at motor speeds ranging from
10 to 100 rpm, and EEG waves were recorded using a piezo sensor
connected to an Open BCI board. The collected data were
simulated using the Low Resolution Electromagnetic Tomography
(LORETA) program, followed by filtering and classification using
Python. For the classification process, the Root Mean Square
method, a machine learning algorithm, was utilized. In conclusion,
the gamma frequency band is dominant across most channels,
indicating a high intensity of high-frequency brain activity (above
30 Hz) in the EEG data. Gamma waves are typically associated
with intense cognitive processing, perceptual tasks, and conscious
awareness. These waves help us understand the complex and
integrated functions of the brain and provide important
information about neurological health. Analysis of gamma waves
can also be used to diagnose and treat neurological disorders.

Keywords — skull phantom, EEG, artificial
sensor, 3D printing.

brain waves, piezo

I. INTRODUCTION

HE electrical signals produced by the brain are attenuated

by the highly resistive skull and reflected onto the scalp.
The signal patterns obtained through measurements using non-
invasive electrodes placed on the scalp are referred to as
electroencephalography (EEG) [1], [2]. A potential difference
is generated between two electrodes due to the natural and
periodic electrical stimuli produced by neural cell clusters in the
brain. This potential difference varies with the distance of the
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electrodes from the center of the skull. Additionally, each
individual has unique brain activity patterns, which change
throughout the day. Electrical signal measurements of brain
activity are utilized in the identification of various neurological
disorders (such as epilepsy and schizophrenia), in brain-
computer interfaces (BCI), and in the investigation of cognitive
processes such as perception, attention, memory, and sleep [3],
[4]. The diagnosis of these disorders or emotional disturbances
is made using EEG brain waves. These waves include alpha (8-
12 Hz), beta (12-35 Hz), gamma (>35 Hz), theta (4-8 Hz), delta
(0.5-4 Hz), and mu (8-13 Hz) waves [5], [6], [7]. These waves,
which arise depending on an individual's mental and emotional
state, include delta waves, which are observed during the deep
stages of sleep and relaxation. Theta waves, which occur during
light sleep, are active when daydreaming or engaging in
creative thinking. Alpha waves emerge when the eyes are
closed. Beta waves become dominant during attention, focus,
wakefulness, and anxiety. Gamma waves are observed during
intense concentration and complex problem-solving, when the
brain is actively engaged. Although they share the same
frequency as alpha waves, mu waves are seen in situations of
physical stillness, rest, and the absence of motor activity [8],
[9], [10], [11]. These emotional states can change at any
moment in an individual, and as a result, the characteristics of
brain waves may vary from person to person [12].

In the development of EEG equipment, it is necessary to
conduct experiments on humans or animals to assess the
detectability of brain signals. However, testing on living
organisms presents various challenges due to ethical concerns
and the variability of the signals. Therefore, artificial organs
and tissues (phantoms) that can mimic the responses of
biological organs or systems to external stimuli have been
developed [13], [14], [15].

Depending on the application, phantoms are produced either
as single-layered or multi-layered, both numerically and
physically [16], [17]. In addition, liquid phantoms are
commonly used in specific absorption rate (SAR) calculations
for the development of wireless devices [18], [19]. Currently,
phantoms have been developed for a variety of tissues/organs.
Skull [20], brain [21], breast [22], [23], liver [24] are some of
the types of phantoms. The materials and number of layers of
phantoms are determined based on their application. For
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example, conductivity ratios are prioritized for the development
and testing of EEG electrodes, and single-layer phantoms are
used, while in ultrasound imaging, the viscosity value of the
materials is important, and multi-layer phantoms are more
suitable [25], [26], [27]. In addition, EEG skull phantoms are
produced as multi-layered structures consisting of scalp, skull,
cerebrospinal fluid (CSF), and brain, due to the anisotropic
nature of the brain, in order to accurately represent the source
location arrangement [28], [29], [30], [31]. A variety of
materials, such as polydimethylsiloxane (PDMS)-carbon fiber
[31], gelatin [32], polypropylene [33], silicone [34], polylactic
acid (PLA) [20], agar [35], agarose gel (graphite powder,
carbon black, and salt) [36] and clay [37] are used to produce
EEG skull phantoms. Phantoms produced using gelatin and
molded through casting methods are generally heavy, and the
lifespan of gelatin phantoms is also relatively short [38], [39].
Phantoms produced using PLA material through 3D printing
have a mass and electron density equivalent to water and soft
tissues, and they also have the capacity to replicate the
radiological properties of bone tissue. Using Fused Deposition
Modeling (FDM) 3D printers, anatomically realistic phantoms
are successfully produced using PLA filament [38], [40].

To generate artificial EEG brain waves, signal generators or
signal generators are used to apply sinusoidal waves with the
desired frequency and amplitude to the phantom, thus
producing artificial EEG signals [41], [42]. In this study, a skull
phantom was produced using PLA filament with an FDM
printer. To generate artificial EEG brain signals, instead of
using a signal generator, a motor operating at different
rotational speeds (rpm) was employed to drive PLA and
A366/CQ black steel beams. A piezo sensor detected vibration
or voltage changes and converted the mechanical changes into
electrical signals, thus generating artificial signals. The
obtained signals were visualized using OpenBCI. The collected
signal data were transferred to a Python program, and bandpass
and low-pass filtering operations were applied. Frequency-
based classification was performed on the filtered signals to
determine the dominant channel and waves. The signals were
also transferred to the Low Resolution Electromagnetic
Tomography (LORETA) program for brain simulations.

II. MATERIALS AND METHODS

A. Materials

The PLA filament was sourced from Porima Polymer
Technologies Inc. in Turkey. The skull phantom and beams
were printed using a Creality CR-10 Smart FDM printer, with
the printing temperature set to 210 °C, a bed temperature of 60
°C, and a speed of 100 mm/s. The 15 mm diameter piezo disc
sensor was purchased from Robotistan (Turkey). The 16-
channel biosensing board used for acquiring artificial EEG
brain waves was purchased from OpenBCI [43]. Brain
simulations of the artificially generated signals were performed
using the LORETA program [44]. The beams have dimensions
of 180*30*1.5 mm, with a total length of 70 mm allocated for
the motor and the fixed beam placement.
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B. Preparation of Phantom System

In this study, the design of the skull phantom was carried out
using Fusion 360 student veersion. The designed model was
exported in .stl format, and then a gcode file was generated for
production using an FDM printer. As shown in Figure la, three
distinct regions located at the back of the skull phantom were
driven with a PLA beam and an A366/CQ black steel beam. The
three regions were named lower, middle, and upper according
to the names of the PLA and A366/CQ black steel beams and
the rpm speeds (e.g., PLA lower 10rpm). To simulate the
brain, thermogel molds were placed inside the phantom, with
piezo sensors integrated into these molds. The piezo sensors
were connected to an oscilloscope to ensure signal stabilization.
The mechanical vibrations obtained through motor actuation
aim to simulate brain signals via the piezo sensors. The
cerebrospinal fluid (CSF), skull, and scalp were modeled using
PLA and thermogel layers, which act to attenuate the incoming
vibrations. The stabilized piezo sensors were connected to the
OpenBCI board to acquire EEG data. The obtained data were
visualized using the OpenBCI GUI and exported to Excel.

The collected data were transferred to a Python program for
signal processing. In the first step, band-pass and low-pass
filtering were applied to suppress high-frequency noise. In these
filtering processes, the sampling frequency was set to 256 Hz,
and the filter order was set to 4. The signals were classified
according to frequency bands. The artificial EEG brain signals
measured with OpenBCI were classified based on which of the
alpha, beta, theta, delta, or gamma waves were dominant across
8 channels.

Beams

OpenBCI J

Gamma Waves KARIEMN XN

Classification of Signals

Collection of Signals

Filtering of Signals

Figure 1: a) Artificial signal generation setup b) Signal processing
steps.

III. RESULTS
A. Artificial Brain Waves on OpenBCI board

In this study, the piezo sensor serves as a means to convert
mechanical energy into electrical signals. The responses of the
piezo sensor, connected to the OpenBCI board, are presented
separately for the lower, middle, and upper regions, based on
the different rpm speeds applied to the A366/CQ black steel and
PLA beams.
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When the motor was operated at 10 rpm speed on the
A366/CQ black steel beam in the lower region, slight
fluctuations were observed on all eight channels, even though
the piezo sensor was connected to only two channels. However,
when the same speed and position were applied to the PLA
beam, no fluctuations were observed on the other channels. This
suggests that the steel beam caused noise, while the PLA beam
attenuated it. When the motor was operated at 100 rpm, high
amplitude fluctuations occurred on both beams, but the
fluctuations on the PLA beam were less frequent compared to
the steel beam. In the fast Fourier transform (FFT) graph of the
OpenBCI GUI board, 8 sharp peaks were detected on the steel
beam in the 0-10 Hz frequency range, while 6 sharp peaks were
observed on the PLA beam. At the 10 rpm motor speed, the
amplitude of the steel beam was higher than that of the PLA
beam. These findings indicate that the PLA beam exhibits
damping properties at all rpm speeds (Figure 2).
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Figure 2: OpenBCI GUI visuals of the steel and PLA beams at 10 and
100 rpm speeds in the lower region.

In the middle region, when the motor was operated at 10 rpm
on both beams, slight fluctuations were observed on all eight
channels, even though the piezo sensor was connected to only
two channels. Similarly, when the motor was operated at 100
rpm in the same region, noise was observed on the other six
channels. In this region as well, the PLA beam exhibited some
damping properties compared to the steel beam (Figure 3).
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Figure 3: OpenBCI GUI visuals of the steel and PLA beams at 10
and 100 rpm speeds in the middle region.

When the motor was operated at 10 rpm speed in the upper
region, more noise was observed on both beams compared to
the lower and middle regions. In the FFT graph of the OpenBCI
board, 9 sharp peaks were detected for the steel beam, while 6
sharp peaks were observed for the PLA beam (Figure 4).
Additionally, it was determined that the amplitude values were
higher in the steel beam. At all rpm speeds and in all three
regions, the PLA beam was observed to attenuate noise more
effectively.
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Figure 4: OpenBCI GUI visuals of the steel and PLA beams at 10 and
100 rpm speeds in the upper region.

B. Signal processing

The raw data obtained from the OpenBCI GUI was
transferred to the Python environment. After the data was
recorded at a 256 Hz sampling frequency, it was processed first
with a bandpass filter and then a low-pass filter with a cutoff
frequency of 50 Hz. Subsequently, the signal power for each
channel was calculated, and classification based on band power
was performed at the dominant frequency values.

As shown in Table 1, when the motor was operated at 10 rpm
in the lower region, the theta wave was dominant, while at
speeds of 20 rpm and above, the dominant wave shifted to the
Gamma band. The dominance of the theta band at low speeds
indicates that the vibrations in the steel beam occurred at low
frequencies. As the speed increased, the higher-frequency,
more energetic Gamma waves became dominant, indicating
that the beam responded to rapidly increasing frequencies.

In the middle region, the Gamma wave was dominant at all
speeds, showing that this region was continuously sensitive to
high-frequency vibrations, regardless of the motor speed. The
continuous dominance of the Gamma band in the middle region
indicates that this region exhibits a more stable and high-
frequency response compared to the motor speed.

In the upper region, the Gamma wave was dominant at motor
speeds of 10-50 rpm and 70-90 rpm, while the Beta wave was
dominant at 60 rpm and 80 rpm. This shift suggests that the
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upper region responds with a more sensitive frequency reaction
to speed increases. The fact that the Beta band is at a lower
frequency compared to the Gamma band and becomes
dominant at 60 rpm and 80 rpm speeds indicates that, at these
speeds, the upper region transitions to low-frequency waves.
This behavior observed in the upper region shows that, at
certain speeds, the energy density is concentrated at lower
frequencies, with frequency increasing rapidly as speed
increases.

Table 1: Artificial Brain Waves for A366/CQ black stell Based on
Position and Speed

Location and rpm Artificial Brain Waves
steel lower 10rpm Theta
steel lower 20rpm Gamma
steel lower 30rpm Gamma
steel lower 40rpm Gamma
steel lower 50rpm Gamma
steel lower 60rpm Gamma
steel lower 70rpm Gamma
steel lower 80rpm Gamma
steel lower 90rpm Gamma
steel lower 100rpm Gamma
steel middle 10rpm Gamma
steel middle 20rpm Gamma
steel middle 30rpm Gamma
steel middle 40rpm Gamma
steel middle 50rpm Gamma
steel middle 60rpm Gamma
steel middle 70rpm Gamma
steel middle 80rpm Gamma
steel middle 90rpm Gamma

steel middle 100rpm Gamma
steel upper 10rpm Gamma
steel upper 20rpm Gamma
steel upper 30rpm Gamma
steel upper 40rpm Gamma
steel upper 50rpm Gamma
steel upper 60rpm Beta
steel upper 70rpm Gamma
steel upper 80rpm Beta
steel upper 90rpm Gamma
steel upper 100rpm Gamma

As aresult of all the steel beam experiments, it was observed
that the dominant wave band quickly changed between the
lower, middle, and upper regions. Especially in the middle
region, where the Gamma waves were dominant regardless of
speed, this suggests that the frequency response of this region
is more stable compared to the other regions. In contrast, in the
lower and upper regions, as the speed increased, the frequency
band shifted upwards (e.g., from Theta to Gamma), indicating
that the beam in these regions vibrates at higher energy
frequencies.

In Table 2, artificial brain waves for the PLA beam are shown
based on rpm and position (location). In the lower region, Beta
waves were observed to be dominant at speeds of 10 rpm, 20
rpm, 40 rpm, and 60 rpm. At other speeds (30 rpm, 50 rpm, 70
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rpm, 80 rpm, 90 rpm, and 100 rpm), the Gamma wave became
dominant. This indicates that at lower speeds (particularly 10
rpm, 20 rpm, 40 rpm, and 60 rpm), the PLA beam produced
lower-frequency vibrations (Beta waves). As the speed
increased beyond 30 rpm, the dominant wave shifted to the
Gamma band, and the beam exhibited vibrations at higher
frequencies. In the lower region, as the speed increased, a
transition to higher-frequency (Gamma) waves was observed,
showing that with the increase in speed, the energy density in
the lower region shifted towards higher frequencies.

In the middle region, Beta waves were dominant at speeds of
10 rpm and 30 rpm, while in all other speeds (20 rpm, 40 rpm,
and above), Gamma waves were dominant. This shows that the
middle region is generally sensitive to high-frequency waves
(Gamma) and only exhibits lower-frequency vibrations at
specific low speeds (10 rpm and 30 rpm). The dominance of the
Gamma band in the middle region suggests that this region is
more independent of speed and more sensitive to high-
frequency vibrations compared to other regions.

In the upper region, Beta waves were dominant at 10 rpm, 30
rpm, and 50 rpm speeds, while at other speeds (20 rpm, 40 rpm,
and above 60 rpm), Gamma waves became dominant. These
findings show that at lower speeds (10 rpm, 30 rpm, and 50
rpm), the upper region exhibited lower-frequency vibrations
(Beta), and as speed increased, it transitioned to higher-
frequency (Gamma) waves. Although the upper region
predominantly exhibited Gamma waves at speeds of 20 rpm and
above, the dominance of the Beta wave again at 50 rpm
indicates that the upper region is sensitive to speed changes and
that at certain speeds, the dominant wave frequency decreases.

Table 2: Artificial Brain Waves for PLA Based on Position and

Speed

Location and rpm Artificial Brain Waves
PLA lower 10rpm Beta
PLA lower 20rpm Beta
PLA lower 30rpm Gamma
PLA lower 40rpm Beta
PLA lower 50rpm Gamma
PLA lower 60rpm Beta
PLA lower 70rpm Gamma
PLA lower 80rpm Gamma
PLA lower 90rpm Gamma
PLA lower 100rpm Gamma
PLA middle 10rpm Beta
PLA middle 20rpm Gamma
PLA middle 30rpm Beta
PLA middle 40rpm Gamma
PLA_ middle_50rpm Gamma
PLA_middle_60rpm Gamma
PLA middle_70rpm Gamma
PLA_ middle_80rpm Gamma
PLA middle 90rpm Gamma
PLA middle_100rpm Gamma
PLA upper 10rpm Beta
PLA upper 20rpm Gamma
PLA upper 30rpm Beta
PLA upper 40rpm Gamma
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PLA upper 50rpm Beta

PLA upper 60rpm Gamma
PLA upper 70rpm Gamma
PLA upper 80rpm Gamma
PLA upper 90rpm Gamma
PLA upper 100rpm Gamma

As aresult of the experiments conducted with the PLA beam,
it was observed that in all three regions, the Gamma wave
became dominant as the speed increased. This finding suggests
that with the increase in speed, the beam generally exhibits
higher-frequency vibrations. In the lower and upper regions, a
transition from Beta to Gamma waves was observed with an
increase in speed, while in the middle region, Gamma waves
were predominantly dominant. This indicates that the middle
region responds with high-frequency vibrations more
independently of speed changes and is less variable compared
to the other regions. Overall, the PLA beam shows dominance
of Beta waves at lower speeds (10-30 rpm), while at higher
speeds (40 rpm and above), more energetic Gamma waves
become dominant. These results demonstrate that the PLA
beam transitions to higher-frequency vibrations (Gamma) as
speed increases. Gamma waves (30-70 Hz) are observed as fast
(80-200 Hz) and very fast (400-800 Hz). Very fast gamma
waves are seen before and at the onset of epileptic seizures, and
the amplitudes of these signals also increase. In addition, an
increase in gamma waves is also observed in cases of
depression [45]. Based on these findings, the phantom system
developed in this study could be used in neurological
applications such as epilepsy and depression.

A power spectral analysis was performed on the data
collected from all experiments (Figure 5). Power Spectral
Density (PSD) analysis is used to measure the power density of
the frequency components of a signal [46]. In the graph, a high
power spectral density is observed in the 0-20 Hz frequency
range. This frequency band is typically dominated by low-
frequency waves, which are commonly seen in EEG or other
biological signals. Low-frequency components such as delta,
theta, and alpha waves are associated with brain states such as
rest, sleep, awareness, and relaxation.

Beyond 20 Hz, a noticeable decrease in power density is
observed, although some significant peaks are still present in
this range. This suggests that the signal contains energy at
specific mid-range frequencies. A distinct increase in power
was observed around 50 Hz; this rise typically indicates
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interference from environmental factors or power lines.

Average power spectral density

Power spectral density (dB/Hz)

6
Frequency (Hz)

Figure 5: PSD analyses of steel and PLA beams in all regions.

Above 50 Hz, a sharp decrease in PSD values is observed.
This indicates that the signal contains less energy in the higher
frequency components, and consequently, these frequencies are
relatively less dominant in the signal. The decrease in power
density at higher frequencies reflects the fact that biological
signals tend to be more concentrated in the lower frequency
ranges. The graph is plotted on a logarithmic scale, with the
power spectral density axis presented in dB/Hz units and shown
with logarithmic increments. Notably, after 50 Hz, PSD values
rapidly decreased from approximately 10° levels to 107¢ levels.
This suggests that the signal energy at higher frequencies is
nearly negligible.

The low energy levels observed for high-frequency
components like gamma waves in the PSD analysis are due to
certain factors in the data processing and analysis during
classification. One of these factors is the normalization of each
feature to ensure it is on the same scale and range during the
classification process. This adjustment can cause gamma
waves, which appear to have low energy in the PSD analysis,
to become more dominant in the classification. Another
contributing factor is the use of frequency band power-based
classification algorithms, which tend to highlight the distinctive
characteristics of a frequency band, even if it has low energy.
In this case, gamma waves, which may appear low in the PSD,
can become more prominent in the classification process.

C. Artificial Brain Waves on LORETA

The EEG data obtained from the OpenBCI board were
transferred to the LORETA software, through which artificial
brain visualizations were created. The purpose of this program
was to visually demonstrate which regions of the brain become
active based on the motor speed of the skull phantom's three
different regions in the rear part.

Figure 6 presents the visualizations generated using
LORETA from the data collected from the lower region.
According to the results, when the steel beam was operated at a
10 rpm motor speed, signals were predominantly observed in
the frontal lobe, despite being driven from the rear lower region.
In contrast, for the same motor speed and position with the PLA
beam, the signal intensity became more prominent in the
parietal lobe. At a 100 rpm motor speed, signals from both
beams were dominant in the parietal lobe of the lower region.

November 21-23, 2024, Konya, TURKEY



57 International Conference on Engineering Technologies (ICENTE' 24)

The parietal lobe plays an important role in processing sensory
information, spatial awareness, and motor skills. The
dominance of the 10 and 100 Hz frequencies in this area
suggests that these frequencies influence the electrical activity
in the parietal lobe, indicating a more intense brain function or
activity in this region [47], [48].

I

b) [=

Figure 6: In the lower section, (a) Steel 10 rpm; (b) PLA 10 rpm; (c)
Steel 100 rpm; (d) PLA 100 rpm LORETA visualizations.

Figure 7 presents the visualizations generated from the data
collected from the middle region using the LORETA program.
When the PLA beam was driven at a speed of 10 rpm from the
middle region, the signals were observed in the temporal lobe.
The temporal lobe is a crucial part of the brain, particularly
playing a critical role in auditory functions, language
processing, memory, and emotional response regulation.
Located on both sides of the brain, the temporal lobes are
specifically involved in the processing of sound, meaningful
language production, and memory storage. The hippocampus
within the temporal lobe acts as a central structure in memory-
related processes, while the amygdala plays a role in regulating
emotional responses. Additionally, the temporal lobe is linked
to visual perception and recognition functions, thus playing a
vital role in helping individuals make sense of the world around
them. The temporal lobe of the brain is particularly involved in
cognitive processes such as sound and language processing,
memory consolidation, and emotional response management.
The electrical activity in the temporal lobe is often intensified
by auditory stimuli or linguistic information. Furthermore, any
disruption or damage to this region can have serious effects on
language disorders, memory loss, and emotional responses. In
this context, studying the temporal lobe holds significant
importance for understanding neurological diseases and
psychiatric disorders [49], [50]. The signals became
concentrated in the parietal lobe as a result of the driving of the
steel beam at 10 and 100 rpm in the middle region and the PLA
beam at 100 rpm.
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Figure 7: In the middle section, (a) Steel 10 rpm; (b) PLA 10 rpm; (c)
Steel 100 rpm; (d) PLA 100 rpm LORETA visualizations.

In Figure 7, it is observed that, as a result of the steel and
PLA beams being driven at 10 and 100 rpm motor speeds from
the upper region, both beams and speeds show concentration in
the frontal lobe.

The frontal lobe is located at the front of the brain and is a
crucial region associated with high-level cognitive functions.
As the largest lobe in the brain, the frontal lobe is responsible
for fundamental tasks such as thinking, planning, decision-
making, problem-solving, and motor control. It also plays a key
role in managing complex processes such as personality,
emotional regulation, and social interaction. The frontal lobe is
connected to executive functions and encompasses abilities
such as strategy development, planning, and action monitoring
to help individuals achieve their goals. Additionally, the frontal
lobe is responsible for motor control and coordinates voluntary
movements of the body. Specifically, the prefrontal cortex is
related to cognitive and emotional processes such as attention,
memory, language, and empathy. Therefore, damage or
disorders in the frontal lobe can lead to significant changes in
decision-making, attention management, and social behavior
[46], [51], [52].
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Figure 8: In the upper section, (a) Steel 10 rpm; (b) PLA 10 rpm; (c)
Steel 100 rpm; (d) PLA 100 rpm LORETA visualizations.

CONCLUSIONS

In this study, a skull phantom was created using PLA
material to obtain artificial EEG brain waves. The responses of
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A366/CQ black steel and PLA material beams, placed at the
rear of this phantom, to different motor speeds were analyzed
separately for the lower, middle, and upper regions. The results
of the study showed that, at each speed and in each region, the
PLA beam demonstrated greater noise-damping properties
compared to the steel beam. This indicates that PLA material
has the capacity to reduce vibrations and generates signals with
less interference than steel. All findings suggest that the PLA
beam could be used as a vibration-damping alternative in
biomechanical applications. Additionally, the vibrations of the
steel beam were examined through signal power and frequency
spectra obtained at different motor speeds. After processing the
raw data with bandpass and low-pass filters, the signal power
was calculated using PSD analysis, and frequency band
classification was performed.

In the lower region, theta waves were observed to be
dominant when the motor speed was 10 rpm. However, as the
speed increased, especially at speeds of 20 rpm and above,
artificial gamma waves became dominant. This indicates that
the steel beam vibrates at lower frequencies at low speeds but
exhibits higher frequency vibrations as the speed increases. In
the middle region, artificial gamma waves were dominant
across all speed ranges, indicating that this region is sensitive
to high-frequency vibrations regardless of motor speed and
provides a more stable response. In the upper region, frequency
band fluctuations were observed as the speed increased.
Artificial gamma waves were dominant at speeds of 10-50 rpm
and 70-90 rpm, while artificial beta waves became more
pronounced at speeds of 60 rpm and 80 rpm. This shows that
the upper region exhibits a more sensitive frequency response
to speed changes and shifts to lower frequency vibrations at
certain speeds. In the experiments conducted with the PLA
beam, artificial beta waves were found to be dominant at low
speeds in the lower region, with a transition to gamma waves
observed as speed increased. In the middle region, artificial
gamma waves were dominant regardless of speed, while in the
upper region, artificial beta waves were observed to become
dominant at certain speeds. These findings indicate that the
PLA beam shifts to higher frequency vibrations as speed
increases, and that the frequency response of each region
changes rapidly with speed.

An increase in the amplitude of very fast gamma waves is
observed before and at the onset of epilepsy seizures, and
gamma waves also increase in cases of depression. These
findings suggest that the phantom system developed in this
study could be used in neurological applications, such as
epilepsy and depression. In the next study, wireless EEG
electrodes will be produced and tested on this phantom using
the artificial waves obtained from the phantom.

Appendix

EEG  Electroencephalography
FDM Fused deposition modeling
PLA  Polylactic acid

BCI Brain computer interface
CSF Cerebrospinal fluid
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SAR Specific absorption rate
PDMS Polidimetilsiloksan
FFT Fast fourier transform
PSD Power spectral density
LORETA Low resolution electromagnetic
tomography
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Abstract - Steel surface defects caused by mechanical, thermal
or chemical factors during production can significantly affect the
structural integrity and performance of the material. These
defects are generally categorized as dirty area, scratches, welding
line, and clean surfaces. Early detection and accurate
classification of such defects is critical to optimize production
processes, improve final product quality and reduce costs. This
study proposes a deep learning-based model for surface defect
detection on cold-rolled galvanized steel using noise-free steel
surface images. The model operates in two stages: first, noise is
reduced from the images using Gaussian and median filters to
improve classification accuracy. In the second stage, the denoised
images are processed by a pre-trained convolutional neural
network. A dataset of 3,400 surface defect images representing
scratches, welds, clean and dirty surfaces was used to train the
model. The model was then tested on a further 600 images and its
performance evaluated using 10-fold cross-validation, achieving
an accuracy of 98.30%. This approach, in particular the use of the
Gaussian filter, provides a robust solution for the effective
detection of surface defects on cold-rolled galvanized steel.

Keywords - Steel surface defects, Deep learning, Image
denoising, Convolutional neural network, Gaussian filter.

I. INTRODUCTION

TEEL surface defects are undesirable surface defects

caused by mechanical, thermal or chemical factors in the
manufacturing process that adversely affect the structural
integrity, aesthetics and performance of the material. Steel
surface defects can occur due to factors such as external forces
in the production process of the material, fatigue, steel quality
and can significantly affect product quality [1]. These defects
can generally be of different types such as scratches, welding
defects, clean and dirty surfaces. Scratches occur on the
material surface due to mechanical damage during processing
or improper use of equipment, while welding defects are caused
by errors in the welding process and can lead to structural
weaknesses. Dirty surfaces are caused by contamination of the
surface during production or the accumulation of unwanted
residues on the surface. A clean surface is one with no obvious
defects. Detecting such defects is critical to improving
production processes and increasing the quality of the final
product. Incorrectly detected or overlooked defects can
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adversely affect the durability, aesthetics and performance of
the product. Particularly for materials such as steel, which are
used extensively in industry, the early detection and
classification of defects is critical to reducing costs, increasing
production efficiency and ensuring safety [2-4].

In the steel industry, surface defects are usually inspected
manually, but this method has limitations and risks. The
process, which poses a significant risk to the health and safety
of inspectors, can result in accidents such as the breakage or
fragmentation of defective steel surfaces. In addition, manual
inspection is time-consuming, slows down the production
process and leaves it open to human error [5]. To overcome
these problems, computer vision-based techniques enable faster
and safer detection of steel surface defects. Automated systems
speed up production processes while reducing quality control
costs and minimizing potential accident risks. These
technologies both increase industrial productivity and provide
a superior solution in terms of human safety.

The development of machine learning and deep learning
methods using computer vision has revolutionized industrial
defect detection processes and made it highly effective. Today,
these techniques provide fast and accurate detection of surface
defects compared to manual inspection. In this regard, Demir et
al. [6] developed a new deep learning model, PAR-CNN
(Parallel Attention Residual-Convolutional Neural Network),
to detect and classify steel surface defects. The model improved
classification performance by combining attention mechanisms
and residual blocks and reduced computational cost using the
NCA-ReliefF algorithm. The study, which achieved high
accuracy on the Severstal: Steel Defect Detection dataset,
provides a more successful solution than manual inspection
methods. Li et al. [7] developed a new deep learning model
incorporating MSFE (Multiscale Feature Extraction) and EFF
(Efficient Feature Fusion) modules for steel surface defect
detection. The model used fewer normalization layers to reduce
overfitting while optimizing the multi-scale feature extraction
and fusion capabilities. The proposed model achieved high
accuracy with a small number of parameters. Shao et al. [8]
developed a lightweight deep learning model called Multi-Scale
Lightweight Neural Network to detect steel surface defects. The
accuracy and efficiency of the model are increased by using
Gaussian difference pyramid and multi-kernel fusion. Although
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it has fewer parameters than networks such as ResNet-50 and
VGG, it exhibits superior performance with 98.06% accuracy.
Although it has fewer parameters than networks such as
ResNet-50 and VGG, it shows superior performance with an
accuracy of 98.06%. You and Kong [9] presented an improved
algorithm based on YOLOVS for steel surface defect detection.
The algorithm includes improvements that increase the
accuracy of detecting small targets without the attention
mechanism and increase the detection range with the SPPF
module. Tests on the NEU-DET dataset showed significant
improvements in sensitivity, recall and mAP rates. There are
numerous studies in the literature demonstrating their success
in this area, particularly in critical areas such as the steel
industry, and these methods have been shown to play a key role
in improving production quality [10-13].

This study presents a model based on convolutional neural
networks for the early and efficient detection of surface defects
on cold-rolled galvanized steel using noise-cancelling filters.
The performance of the models is evaluated using metrics such
as accuracy (Acc), precision (Prec), recall (Rec) and F1 score.
The robustness of the model is also tested using 10-fold cross-
validation. The rest of the paper is organized as follows: Section
II introduces the materials and methods used in the study.
Section III presents and discusses the results of the proposed
model and other models. Section IV highlights the conclusions
of the study.

II. MATERIALS AND METHODS

This section presents information about the dataset used for
the detection and classification of cold rolled galvanized steel
surface defects and the framework of the proposed model. The
content of the proposed model for the detection of cold rolled
galvanized steel surface defects is shown in Figure 1.
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Figure 1: The framework of proposed model.
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The content of the proposed model consists of the pre-
processing of steel surface images, the training phase of the
proposed CNN algorithm and the testing phase on the dataset
of cold rolled galvanized steel surface images allocated for
testing the model. In the pre-processing phase of the proposed
model, a Gaussian filter is used to remove noise in the images,
the images are reduced to a size of 227 x 227 and normalized.
The training of the model is done with the CNN based
EfficientNet architecture using the pre-processed images. 85%
of the dataset consisting of cold rolled galvanized steel surface
defects is used to train the training model and the remaining
15% is used to test the performance of the model. The validity
of the model is tested using 10-fold cross-validation. The
performance of the model is measured by classification
performance metrics such as accuracy, precision, recall and F1
score. Additionally, the proposed model is compared with other
CNN-based architectures that use median filters for denoising.

A. Cold Rolled Galvanized Steel Surface Data Set

The study uses a dataset obtained experimentally for the
detection of steel surface defects. The dataset of cold-rolled
galvanized steel surface images consists of a total of 4000 steel
surface images collected from the production line of the
company operating in the iron and steel industry. The
resolutions of the steel surface images in the dataset vary
between 381 x 256 and 4096 x 512 pixels. The steel surface
defect dataset contains 1000 clean, 1000 scratched, 1000 dirty
and 1000 welding line class images. When examining the
dataset, it is observed that the number of images belonging to
the classes is balanced, while it is noticeable that it is
unbalanced in terms of resolution. In order to improve the
performance and robustness of the model, dimensioning and
normalization techniques have been applied to the dataset
consisting of images of cold-rolled galvanized steel surfaces. In
addition, it is important that the dataset is balanced appearance
in terms of the number of images for each class to avoid
overfitting of the proposed model. The images of the flawless,
scratched, dirty and welded classes in the cold-rolled
galvanized steel surface dataset used in the study are shown in
Figure 2.
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Figure 2: The sample images of all stages surface defects.
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B. Image Denoising

In image processing processes, the images obtained may be
subject to noise depending on the physical hardware of the
camera used for shooting, lighting conditions and
environmental factors. This prevents the images from being
effectively analyzed. Therefore, in order to perform effective
analysis, denoising should be applied to the images. Denoising
improves the analysis process by sharpening the image,
increasing model accuracy and providing more reliable results
in applications such as object recognition. There are many
techniques in the literature for removing noise that may be
present in images. Among these techniques, Gaussian and
median filters are commonly used. The Gaussian filter is an
effective method, particularly for reducing randomly
distributed noise. This filter reduces excessive differences
between pixels by smoothing an image. The fact that the
Gaussian filter blurs by giving higher weights to the pixels
closest to the center makes the denoising process quite
effective. This feature makes the Gaussian filter more
successful than other low-pass filters. Gaussian filter is defined
by

2 2

et ()

2mo?

G(x,y) =

where G(x,y) is the filter coefficient, ¢ is the standard
deviation, and x and y are the horizontal and vertical distances
of the pixel from the center, respectively. Each pixel in the
image is calculated by multiplying it with the Gaussian function
weights of the surrounding pixels. In this way, the contribution
of the surrounding pixels is taken into account in a more
balanced way [14]. The median filter works by taking the
median of a pixel and its neighbors. The median filter is defined
as

Median(p(i,j)) = median{W (i, )} )

Here, for each pixel p(i, ), a neighboring window W (i, j) is
created for the neighboring window and the pixels in this
window are sorted and their median is taken [15].

The Gaussian filter produces a natural blur by creating
smoother transitions between pixels, resulting in less loss of
detail. The median filter preserves sudden changes better, but
can create sharp transitions. This makes the Gaussian filter
superior to the median filter in preserving detail and
maintaining a natural appearance. Therefore, in this study, the
Gaussian filter was used as a denoiser to remove noise in
images containing surface defects of cold-rolled galvanized
steel and for effective classification.

C. Transfer Learning

Transfer learning is a technique often used in deep learning
and offers great advantages, especially in cases where the entire
model cannot be built from scratch. This approach aims to adapt
the information of a large image classification model, trained
on a large dataset, to a smaller dataset. Basically, the features
of the small dataset are extracted using the weights of a pre-
trained model, and the model parameters are optimized by fine-
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tuning [16]. In this study, a robust model is proposed using the
Efficient-Net network trained on the ImageNet dataset [17].
The performance of the proposed model is compared with the
performance of models built using the VGG-16 and Xception
architectures, which were trained on the ImageNet dataset.

D. Performance Metrics

The confusion matrix is used to evaluate the performance of
classification models and consists of the terms true positive
(TP), true negative (TN), false positive (FP) and false negative
(FN). This matrix summarizes the types of correct and incorrect
classifications and allows the calculation of important
performance metrics such as Acc, Prec, Rec, and F1 score. The
performance of the proposed model and other models in
detecting surface defects on cold-rolled galvanized steel is
evaluated by metrics such as the correct prediction rate, Acc,
the correct assignment rate to the positive class, Prec, the
correct classification of what should be positive, Rec, and the
F1 score, which balances both precision and recall.

III. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, the experimental results of the proposed
model and other models are presented and discussed. In this
study, the Gaussian filter was first applied to the images of cold-
rolled galvanized steel surfaces to remove noise, and then the
images were scaled to 227 x 227 pixels, since the standardized
inputs of the architectures used take 227 x 227 pixel images.
The same steps were repeated for the median filter model.
During the training of the models, the Adam optimization
technique was used to update the learning per epoch. In the
proposed model, the learning rate, batch size and epoch values
were set to 0.01, 32, and 25 respectively.

All experiments on surface defects of cold-rolled galvanized
steel were performed in Google Colab environment with 13 GB
CPU and 16 GB NVDIA Tesla T4 GPU. All codes were
compiled using Python scripting language. The confusion
matrix showing the average performance of the proposed model
for detecting surface defects of cold-rolled galvanized steel in
the classes of "scratch", "welding line", "dirty area" and "clean"
is shown in Figure 3.

Confusion Matrix

Scratch 96.54% 2.18% 0.64%

Welding Line 99.74%

60

50

True

40
Dirty Area

30

20

Clean 99.32%

—0

Scratch Welding Line Dirty Area Clean

Predicted
Figure 3: The confusion matrix of proposed model.

When the confusion matrix is examined, it can be seen that
the proposed model has a high accuracy rate of 98.30% on
average in all classes. The proposed model achieves an
accuracy value of approximately 96% in all classes and the
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highest accuracy rate is achieved by classifying the weld line
class without any errors in all folds. In addition, the most
confusion in the classification phase is observed between
"scratch" and "dirty area". During the classification of the
"scratch" class with an accuracy rate of 96.54%, it was confused
with the "dirty area" class at a rate of 2.18%, and the "dirty area"
class was classified as "clean" at a rate of 1.92%, despite having
an accuracy rate of 97.60%. These small confusions may be due
to visual similarities between other classes and suggest that the
model has difficulty in distinguishing between these classes.
However, the accuracy rates of each class are quite satisfactory,
indicating that the proposed model has a superior success in
detecting steel surface defects. The results obtained show that
the proposed model can be used with confidence in industrial
classification or quality control processes.

According to the performance criteria of Acc, Prec, Rec, and
F1 score, the performance of the proposed model and other
models obtained with Gaussian denoising, median denoising
and no preprocessing for each class are presented in Table 1.
Looking at the models produced using the EfficientNet
architecture, which includes the proposed model, it can be seen
that the no-preprocessing model achieves 97.33% Acc, the
model produced using median denoising achieves 97.25% Acc
and the proposed model achieves 98.30% Acc. Furthermore,
taking into account the specified performance criteria, it is
observed that while the Prec, Rec, and F1 values of the no-
preprocessing model are above 95% for each class, the Rec
value of the model created with median denoising drops to
about 93% in the "scratch" class, and the Prec, Rec, and F1
values are above 94% in all other classes. This situation shows
that median denoising in the models created with the
EfficientNet architecture performs worse than no pre-
processing in the detection of steel surface defects. The Acc
values of the models without pre-processing, with median
denoising and with Gaussian denoising created with the VGG-
16 architecture were measured to be 96.55%, 96.28%, and
97.17% respectively. Looking at the performance criteria of the
models created with this architecture, it can be seen that the
Prec, Rec, and F1 values for each class of no pre-processing are
above 94%, while the Rec criterion of the model created with
median denoising drops to around 92% in the "scratch" class,
the Prec criterion drops to around 93% in the "dirty area" class,
and the Prec, Rec, and F1 values are above 94% in all other
classes. Looking at the models created with VGG-16, the model
with median denoising shows the lowest performance, similar
to those created with EfficientNet. The Acc values of the
models without pre-processing, with median denoising and
with Gaussian denoising created with the Xception architecture
were measured to be 97.00%, 97.10%, and 97.56%,
respectively. Looking at the performance criteria of the models
created with Xception, although the accuracy value of the
model with median denoising is higher than without pre-
processing, it can be observed that the Prec, Rec, and F1 values
for each class of the no pre-processing are approximately above
93%, while the Rec value of the model created with median
denoising drops to approximately 92% in the "scratch" class,
the Prec criterion drops to approximately 93% in the "dirty
area" class, and the Prec, Rec, and F1 values are above 94% in
all other classes. Looking at Table 1, it can be said that all the

E-ISBN: 978-625-95385-8-7

models created generally show lower performance in the
"scratch" and "dirty area" classes than in the other classes.
However, it is clear that the Gaussian filter contributes to the
superior performance of the models by more effectively
removing noise in the detection of the scratch and dirty area
classes and all other classes and by revealing the defect lines.

Table 1: Performance of the models created for all classes.

Detection Prec Rec F1 Score Acc
(%) (%) (%) (%)

Scratch 99.17 96.54 97.84

Efficient | Welding Line | 99.29 99.73 99.51
Gauss 98.30

Denoising | Dirty Area 97.35 97.60 97.47

Clean 97.42 99.32 98.36

Scratch 96.96 93.85 95.38

Efficient | Welding Line | 97.94 100.00 98.96
Median 97.25

Denoising | Dirty Area 95.23 96.58 95.90

Clean 98.87 98.56 98.71

Scratch 96.43 96.16 96.29

Efficient | welding Line | 99.34 100.00 99.67
No Pre- 97.33

Process | Dirty Area 95.44 96.16 95.80

Clean 98.09 96.98 97.53

Scratch 98.07 92.94 95.44

VGG-16 | Welding Line | 99.03 99.20 99.12
Gauss 97.17

Denoising | Dirty Area 95.67 97.33 96.49

Clean 95.98 99.17 97.55

Scratch 94.48 92.50 93.48

VGG-16 | Welding Line | 99.23 99.47 99.35
Median 96.28

Denoising | Dirty Area 93.49 94.46 93.97

Clean 97.90 98.70 98.30

Scratch 94.65 94.61 94.63

VGG-16 | Welding Line | 99.42 99.93 99.68
No Pre- 96.55

Process | Dirty Area 94.91 95.48 95.19

Clean 97.20 96.16 96.68

Scratch 97.48 94.87 96.16

Xception | Welding Line | 98.85 99.41 99.13
Gauss 97.56

Denoising | Dirty Area 96.83 96.84 96.84

Clean 97.07 99.11 98.08

Scratch 97.06 92.69 94.82

Xception | Welding Line | 99.11 100.00 99.55
Median 97.10

Denoising | Dirty Area 93.93 96.51 95.20

Clean 98.34 99.18 98.76

Scratch 97.02 93.59 95.28

Xception | Welding Line | 99.21 99.80 99.51
No Pre- 97.00

Process | Dirty Area 94.83 96.65 95.73

Clean 96.95 97.95 97.45

The average performance metrics of 9 different models
designed using the Xception, VGG-16 and EfficientNet
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architectures for the detection of surface defects in cold-rolled
galvanized steel are presented in Table 2 of this study.
According to the results in the table, when comparing the three
architectures, it is observed that the models designed with
EfficientNet generally show the highest performance. In
addition, the proposed model designed with EfficientNet and
Gaussian denoising proved its superior performance with
98.31%, 98.30%, and 98.30% Prec, Rec, and F1 score metrics
respectively. It can be seen that EfficientNet's 97.25% Prec and
98.30% Rec metrics obtained with median denoising are also
higher than the best performances of other architectures. It can
be seen that the Xception architecture shows its best
performance with 97.56% Prec, 97.56% Rec, and 97.55% F1
with Gaussian denoising. It can be said that it showed a
successful result with Prec and Rec values around 97% without
pre-processing and with median denoising. However, these
values could not reach the level achieved by EfficientNet with
Gaussian denoising. It is observed that the VGG-16 architecture
performs best with 97.19% Prec, 96.61% Rec, and 96.93% F1
with Gaussian denoising. It can be seen that in the case without
pre-processing, it gave an average performance with 96.55%
Prec and Rec, while median denoising gave the lowest results
with 96.28% Prec.

Table 2: The average performance of the built models for all
architectures and all pre-processing steps.

Archi?elctures MG 1()‘;::; g/i; F1(°S/3)re

No Pre-Process 97.00 97.00 96.99

Xception Gauss Denoising 97.56 97.56 97.55
Median Denoising 97.11 97.10 97.08

No Pre-Process 96.55 96.55 96.54

VGG-16 Gauss Denoising 97.19 96.61 96.93
Median Denoising 96.28 96.48 96.79

No Pre-Process 97.33 97.32 97.32

Efficient Gauss Denoising 98.31 98.30 98.30
Median Denoising 97.25 98.30 98.30

In general, the EfficientNet architecture achieved the highest
and most effective results in all pre-processing methods and
showed a superior performance especially in Gaussian
denoising. While the models created with the Xception
architecture achieved the best results with Gaussian denoising,
the models created with the VGG-16 architecture achieved the
best performance with Gaussian denoising, but it was observed
that it was behind EfficientNet and Xception. These results
show that EfficientNet with Gaussian denoising is the most
effective model for detecting surface defects on cold-rolled
galvanized steel, while models built with Xception provide a
flexible and powerful alternative to preprocessing methods
compared to models built with EfficientNet, while VGG-16
ranks third with lower performance. The results also show that
the EfficientNet architecture is the most ideal combination for
industrial quality control applications in the detection of cold-
rolled galvanized steel surface defects, due to its efficient model
structure and Gaussian denoising process that reveals steel
surface defects more clearly.
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IV. CONCLUSION

Early detection of cold rolled galvanized steel surface defects
caused by mechanical, thermal or chemical factors during the
production process, which negatively affect the aesthetics and
performance of the material, is crucial to improve the
production process and increase the final quality of the product.
In this study, a dataset containing steel surface defects was used
for early detection by classifying cold rolled galvanized steel
defects as "clean, scratch, dirty area, and welding line" and a
deep learning model with CNN based EfficientNet architecture
was proposed by applying Gaussian filter to the images to
perform effective classification. The proposed model was tested
by considering both accuracy and robustness parameters. The
Acc, Prec, Rec, and F1 score values of the proposed model for
detection and classification of cold rolled galvanized steel
surface defects were measured to be 98.30%, 98.31%, 98.30%,
and 98.30% respectively. The performance of the proposed
model was compared with models built using Xception and
VGG-16 architectures and median filter using performance
metrics. The results obtained show that the proposed model for
the detection of cold rolled galvanized steel surface defects has
a superior classification performance compared to the other
models mentioned. In future studies, models that deal with the
fractal dimensions and complex structures of the images will be
investigated in order to improve the performance of the cold
rolled galvanized steel surface defect classification model. The
model to be developed aims to cope with the uncertainties and
non-linear dynamics in the defect situations.
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Abstract - As the population continues to grow, societies are
becoming more crowded. In environments where people gather
collectively, the necessary silence for beneficial activities is
occasionally disrupted by the effects of technological devices,
particularly mobile phones. This study focuses on efforts made
to automatically silence incoming call notifications on mobile
phones in places where people congregate, such as places of
worship, seminar rooms, cinemas, meeting rooms, libraries, and
similar settings. An application has been developed using the
Kotlin programming language, and a device capable of
broadcasting via Wi-Fi and Bluetooth has been designed to
activate this application. The Wi-Fi-Bluetooth broadcasting
device is plugged into an electrical outlet and begins to broadcast
over an area of approximately 70 square meters. As soon as the
application on the mobile phone detects this broadcast, it
silences the phone without requiring any connection. When the
mobile phone moves away from the broadcast area, it returns to
its previous sound mode.

Keywords - Bluetooth, call, meeting, silent mode, Wi-Fi

1. INTRODUCTION

APIDLY increasing population, developing technology,
people's search for information, social activities, etc.
have caused the interaction between people to increase
and some problems to emerge along with the solutions. One
of these problems is the subject of this report. There are
environments where people are gathered. These are; movie
theaters, places of worship, meeting rooms, libraries and
similar. Since these environments are places where people
need to focus or focus on a point, they are environments
where silence is required. With developing technology, the
phones that people use for communication have entered the
pockets of every individual and become mobile phones.
Unless the users turn down the volume, phones can disrupt
this silence with message and call sounds even in
environments where silence is preferred. Some devices called
signal blockers prevent the phone from receiving any calls by
disconnecting it from the base station. However, this solution
has not been preferred by the majority. A partial solution has
been found for this situation with some applications that are
automatically installed and automatically adjusted according
to the time or location from the phone settings. However,
these solutions bring with them the obligation to adapt to a
certain time or the requirement to be in a certain location.
A system that can silence the phone mode during the time
spent in a place where there is a group of people can be
developed without interrupting the signals coming to the
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phone or calculating the location and time. The subject of our
study is the situation where the phone, which receives the
signals emitted by a Wi-Fi (Wireless Fidelity-Wireless
Connection Area) or Bluetooth device in the place, silences
the phone when it starts receiving these signals, and the phone
remains silent as long as the Wi-Fi or Bluetooth signal
continues, and when the signal is interrupted, i.e. when the
environment is moved away, the phone returns to normal
mode.

The hardware-software duo that is intended to be revealed
as a result of this study will work as follows. The person
enters an environment where silence is required. The mobile
application that we have prepared is installed on the person's
phone. The Wi-Fi and Bluetooth device that we have
prepared is broadcasting in the environment entered. The
mobile application scans the name of the Wi-Fi and Bluetooth
device broadcasting in the background without the person
having to run the application on their phone. In order for the
application to do this, the phone's Wi-Fi-location or
Bluetooth-location duo must be open. When the SSID
(Service Set Identifier) that we defined earlier is found, the
phone switches itself to silent mode. As long as the Wi-Fi and
Bluetooth device is broadcasting, the phone that is within the
coverage area continues to remain in silent mode. If the Wi-
Fi and Bluetooth broadcasting is turned off or the person
leaves the coverage area of the Wi-Fi and Bluetooth network,
the phone switches itself back to normal mode and the
ringtones return to normal.

Thanks to the hardware that mobile phones have, the way
for phones to communicate with the external environment has
been opened with triggers that will be caught as a result of the
interactions they enter with the signals coming from outside.
Some of the studies carried out in order to make the desired
changes on the phone using this communication are given
below.

Firdaus [1], determined a geographical boundary using the
Geofencing technique. The mobile phone that enters these
boundaries automatically switches itself to silent mode. In
this way, the sounds of incoming calls and the phone's own
warning tones are turned off. In this study, the location
information must be constantly open in order for the
application installed on the phone to work and therefore for
the phone to understand that it has entered the specified area.

Jang and Kim [2] developed an Android application for
phones to be able to switch to silent mode. This application
can automatically silence the phone mode according to the
planned program. The phone user prepares an agenda
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program. [ will be at a meeting in this building at this time on
Sunday. The application that memorizes this event uses the
location feature to silence the phone during those hours.
Similarly, in this study, the phone's location information must
be turned on in order to determine the location.

Zin and friends [3] by drawing a digital area using the
geofencing technique, it has managed to silence mobile
phones within the drawn border. This system, which uses
GPS (Global Positioning System) hardware, detects when a
mobile phone enters or leaves this area. Previously visited
locations are recorded. When the person leaves the specified
location area, the phone returns to its previous mode.

In the studies conducted in the literature, the reasons for
automatically muting the phone mode have been for
environments where people are in groups, as in our study. In
these environments, the main problem has been considered as
people forgetting to mute their phones and the distraction of
a ringing phone in the environment. The methods used have
been created by the phone owners using predetermined time
or location information.

Based on the knowledge that location information will not
work properly in indoor environments, some studies have
accessed location information using Wi-Fi and Bluetooth
waves.

Cosar [4], in the study, a person's location was determined
using a Wi-Fi access point and certain messages were sent. In
the study conducted in the university building, Access Points
(Wi-Fi signal booster connection points) were placed on
certain floors and corridors and the locations of people
connected to these connection points were determined. In this
study, users who wanted to benefit from this system were
informed that the Wi-Fi service should be on at all times.

Bayar [5] obtained the location information of people in
closed environments by using Bluetooth Beacon (signal
distributors that contain multiple Bluetooth broadcasts)
technology. When the person enters the closed environment
and is within the coverage areas of Beacons placed in certain
places, the person's location is sent to the mobile phone via
the Android application. As in the Wi-Fi location
determination study, in this example, the Bluetooth feature on
the phone must be turned on in order for this application to
communicate with the phone.

As seen in the literature examples, the studies conducted
require an application that is pre-installed on the phone. This
application is generally specific to the study conducted.
However, features such as Wi-Fi, GPS and Bluetooth, which
are hardware features of the phone, constitute the main
subject of the studies given as examples above.

II. MATERIAL AND METHODS

The programmable cards used in the study, the hardware
of the mobile phone and external software were brought
together under suitable conditions and a system was prepared
by utilizing wireless broadcast technology. A system that
distributes Wi-Fi and Bluetooth signals was created with the
development card, also known as Ai-WB2, which will be
used in this project and has many different models. In order
to access the interface of this card, the card is connected to
the computer with a USB (Universal Serial Bus) cable. There
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are many IDE (Integrated Development Environment) to
program the card and they are very simple to use. The
operating voltage is between 2.7 volts and 3.6 volts. It can be
used by giving energy via the computer or via an external
adapter.

The Wi-Fi-Bluetooth module comes ready on this card that
we purchased. This card is quite cheap, small and useful. No
other card was integrated into this card in the project. It was
made to broadcast as an Access Point using only Eclipse IDE.
Figure 1 shows the Ai-WB2-12F and Ai-WB2-32S cards that
we purchased for use in our study. Since these cards are very
small in size, they save space in many projects. These cards
have BL602 chips that have low power consumption and are
produced by Bouffalo Labs [6].
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Figure 1: Ai-WB2 front and back

The Wi-Fi and Bluetooth features on the mobile phone
were used to see the signals emitted by the Ai-WB2 card,
which will distribute Bluetooth and Wi-Fi. In addition, the
GPS feature required by the Android operating system was
used so that this two ready-made hardware could see the
signals.

In order for these three hardware features and the
broadcasting card to interact, an application was developed to
be loaded onto a mobile phone by coding via the Android
Studio platform.

In addition, a domain name and a domain name were
purchased and made ready to design a website for the
promotion, supply and tracking of the device and application.

III. IMPLEMENTATION OF THE PROJECT

In this study, firstly, Ai_ WB2 card, which is a device that
will broadcast both Bluetooth and Wi-Fi, was supplied. The
software required for programming this card was coded.
Although Buffalo Lab's BLDevCub.exe program is both fast
and easy to use, since the ready code was modified, the
Eclipse IDE compiler program was used. Eclipse IDE can be
downloaded from the official website
https://www.eclipse.org/ [7].

After the necessary coding for programming the card was
completed, the card was made available to broadcast under
the name "sessizmod" [8].
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Figure 2: Ai-WB2 card’s Wi-Fi and Bluetooth broadcast

As seen in Figure 2, when the phone's Wi-Fi and Bluetooth
features are turned on, a connection point appears that
broadcasts with the SSID "sessizmod". It continues to
broadcast as long as the power is not cut off.

Then, the coding phase of the Android application that will
capture the broadcasts of this card and perform mute/unmute
operations was started [9].

After installing Android Studio, a new project was created
and coding was done in Kotlin language. This coding will do
the following; If the mobile phone catches a broadcast named
"sessizmod", the phone will be automatically put into silent
mode. If the mobile phone moves away from this broadcast
area or the power supply of the broadcasting device is cut off,
the phone will put itself back into silent mode [10]. There is
no need to connect the phone to any network for all these
operations.
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Figure 3: Block diagram of the study

A block diagram of the study is given in Figure 3. The card
is powered and starts broadcasting, the mobile phone catches
this broadcast, the coded application is loaded onto the phone
and this application checks the broadcast names that appear
in the Wi-Fi or Bluetooth list and turns the phone silent or
mute.
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Figure 4: Flow diagram of the study
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In the flow chart of the study in Figure 4, it is seen that Wi-
Fi, Bluetooth and location features must be kept open at all
times in order for the application to remain actively running
at all times.

10:48 L A g S
L Bluetooth
0, AUDIOMAX-BT

Kaydedildi

O DESKTOP-0SGOKIJ

Kaydedildi

Uyan ve Bilgllendirme
elefon sessize alindi by b

& OSUltrag+
Kaydedildi

n, QCY-TS

Kaydedildi

KULLANILABILIR CIHAZYAR O

©  sessizmod

@  Nadiren kulla...n cihazlar (2)

Ek ayarlar

L] ® <

Figure 5: Testing the application via Bluetooth

Figure 5 shows how the application works over Bluetooth.
The name “sessizmod” is included in the Bluetooth scan list.
The phone has switched itself to silent mode without having
to connect to this broadcast. The same process occurs when a
Wi-Fi broadcast is detected.

IV. RESEARCH FINDINGS AND DISCUSSION

Android application was installed on mobile phones. Test
operations related to the study were performed by virtual
phones of many different versions and actively used physical
phones. Wi-Fi, Bluetooth and location permissions, which are
considered mandatory for Android operating systems, were
given. Power was given to the device that will broadcast
Bluetooth and Wi-Fi.

Figure 6: Test environment
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An average 70 square meter hall was used for the test
environment. An image of the test environment is shared in
Figure 6. The findings are shown in Table 1 in a tabular form
for different situations.

Table 1: Application and device inputs outputs

ISTATUS 1 2 3 4 5 6 7
W-Fi ON ON ON ON OFF OFF ON
IBLUETOOTH ON ON ON OFF ON ON OFF
GPS ON ON OFF ON ON ON ON
“sessizmod” ON OFF ON/ ON ON OFF | OFF
\Broadcast OFF
IRESULT Silent | Silent X Silent | Silent | Silent | Silent
On Off On On Off Off
INOTIFICATION ON ON ON

Findings were created for 7 different situations. Apart from
the Table 1, if the phone is silenced by the person, the
application is closed in the background and a notification is
sent to the phone for the user to open the application (“Silent
mode application closed, tap here to open the application”).
According to the table, the application will continue to run in
the background as long as Wi-Fi/GPS or Bluetooth/GPS are
open.

The device that broadcasts Wi-Fi and Bluetooth should be
positioned in the center of the room where the system needs
to work. It has been observed that if there is a window edge
or a wall, the broadcast will also broadcast outside the room.
In rooms with an average area of 50-70 square meters, two
broadcast devices may be required. Since the Android
operating system restricts back-to-back Wi-Fi scanning,
scanning via Bluetooth works better. One of the reasons why
a card that broadcasts both Bluetooth and Wi-Fi are preferred
is to get rid of these Wi-Fi restrictions. For this purpose, a
development card known as NodeMCU, which broadcasts
only Wi-Fi, was initially programmed, but it was changed
when it could not be effective due to the broadcast restriction.

V. CONCLUSIONS AND RECOMMENDATIONS

In our literature review, which we conducted to prevent
phones from ringing in areas where people are gathered and
where silence should prevail, it is seen that in order for
phones to be able to switch themselves to silent mode, the
user needs to enter some information into their phone in
advance using certain applications. This information includes
being in a mosque at a certain time, attending a meeting at a
certain time, going to the cinema at a certain time.
Alternatively, the user needs to specify the locations of the
places they will go through applications to be installed on the
phone. However, our main problem is that the person has
forgotten to silence their phone before entering the
environment. In this case, there is a possibility that daily
programs can change at any time, and there are also cases
where people do not comply with these programs and forget
to enter this information. There may be different
environments to be visited other than the places they routinely
go to, in which case it may not be possible to enter location
information. Unlike previous studies, our application has the
advantage of saving the person from such memories,
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reminders and planning. As a result, the aim of this study is
to silence the phone without the person even knowing, with
the information of an SSID broadcasting in the environment
where the person is at that moment. The only thing that needs
to be done is for the person to have installed the prepared
‘Sessizmod’ application on their phone once and to have the
Wi-Fi/GPS or Bluetooth/GPS duo turned on. The
disadvantage of the application is that the phone’s Wi-Fi,
GPS or Bluetooth features must be constantly on. Moreover,
according to a report by MOBISAD Association, 95.4% of
the population of Turkey and 8§6% of the world’s population
use smartphones. The Bluetooth features of phones are
constantly on due to the Bluetooth devices used (smart
watches, headphones, etc.). The spread of Wi-Fi networks to
public areas every passing day necessitates that the Wi-Fi
feature is constantly on. The location feature is constantly on
due to many applications that have to use location
information (Google Maps, etc.). These features, which cause
power consumption, are no longer disadvantages over time
due to the necessity of use [11].

In this study, the phone's Wi-Fi and Bluetooth features
were used to automatically switch to silent mode. It may be
possible to achieve the goal of this study in a shorter way by
using hardware that can continuously listen, such as the
proximity sensor found in mobile phones, without the need
for any application.

If these devices and applications reach more people, we
will no longer have to see the familiar “Please Turn Off/Mute
Your Phone” and similar messages. With the hope of
becoming a more educated, more understanding, more patient
and more sensitive society.
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Abstract - Hydrogen is a significant energy source and a strong
candidate for energy storage. Solar energy, while clean, is not a
continuous energy source. The primary aim of this study is to
evaluate, through computer simulation, the feasibility of
developing an integrated system for small-scale consumers in rural
areas that are disconnected from the electrical grid. In this system,
energy generated from solar panels is used both to charge a
battery and to produce hydrogen via water electrolysis. The
produced hydrogen is stored and can be utilized either as a fuel or
converted back into electricity through a fuel cell when needed. A
mathematical model was developed for this system, and a
theoretical analysis was conducted using computer-assisted
solutions. The model utilized data on Sinop City's average monthly
solar radiation over the years. Based on the developed
mathematical model, a two-stage solution to the problem was
implemented using the MATLAB programming language and its
auxiliary software package, SIMULINK. Input parameters
included water inlet temperature and pressure to the electrolyzer,
as well as the efficiency rates of photovoltaic panels. The overall
system efficiency and effectiveness, along with the amounts of
electricity and hydrogen produced, were obtained as output
parameters. The energy density obtained from the fuel cell is
closely related to the amount of hydrogen input, the quality of the
cell membrane, and the cell pressure. It was found that the inlet
temperature is a critical parameter in the amount of hydrogen
produced from the electrolyzer. The proposed system can be
applied in rural areas of Sinop and in standalone residential
regions, such as country houses.

Keywords - PEM fuel cell, PV solar panels, Solar cells, Water
electrolysis.

I. INTRODUCTION

HE importance of a clean world and environment is
becoming increasingly recognized, prompting many
countries worldwide to make substantial investments in
developing environmentally friendly systems aimed at climate
protection. However, the growing global demand for energy
continues to drive the persistent and increasingly rapid use of
conventional energy sources, which are major contributors to
environmental pollution. Nevertheless, the emphasis on clean
and renewable energy sources has also been steadily rising.
Although the share of renewable energy in total energy
consumption remains relatively low, investments and efforts in
this field globally are significant and cannot be underestimated.
Despite being richer in solar energy potential than many
European countries, our nation lags behind in effectively
converting this energy into usable forms. It should also be
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considered that the inability to store solar energy poses
additional challenges, necessitating supplementary measures.
In this study, solar energy is utilized as a renewable energy
source. Hydrogen, recognized as both a renewable energy
resource and an excellent energy carrier, is employed alongside
photovoltaic panels and fuel cells as the primary electricity
generation system.

Several studies on hydrogen production from solar energy
are summarized below:

Shabani and Andrews [1] conducted a study to make a solar-
hydrogen system more economical for meeting the energy
needs of rural households. Their research, supported by
experimental validation, involved computer simulations and
employed PEM fuel cells. They demonstrated that the
stoichiometry of input air and the operating temperature of the
fuel cell significantly affect the performance of the Combined
Heat and Power (CHP) system. Niknam and Zare [2]
investigated PEM fuel cell power plants (FCPPs) and boilers in
distribution networks. Their study proposed a framework for
stochastic  multi-objective  optimal operation methods
(SMOOM) and utilized the Multi-Objective Modified Firefly
Algorithm (MFA). Shahsavari et al. [3] examined air-cooled
proton exchange membrane fuel cells (PEMFCs), which are
less complex than water-cooled fuel cells. Their findings
highlighted that the thermal conductivity of the plates and air
velocity significantly impact thermal performance. Najafi et al.
[4] proposed a novel configuration to replace conventional
PEM fuel cell-based micro-cogeneration systems. By
substituting the traditional low-temperature PEM fuel cell with
a high-temperature model, they analyzed the new system's
behavior from various perspectives. Kahraman et al. [5]
investigated the effects of system pressure on fuel cell
performance. They found that high temperature and low
pressure are favorable for electrolysis, whereas the opposite
holds true for fuel cells. Ngoh et al. [6] designed and simulated
a high-temperature solar hybrid system for hydrogen
production. Dincer et al. [7] explored the effects of coating the
anode electrode on the performance of a commonly used fuel
cell, identifying positive impacts of the coating on fuel cell
lifespan. Ural et al. [8] modeled and simulated a polymer
electrolyte membrane fuel cell system using Matlab-Simulink
software for mathematical modeling and problem-solving.
Their model included a specific function defined for PEM fuel
cells.

In this study, a simulation model was developed and
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analyzed for a system where hydrogen obtained using solar
energy is stored and later converted back into electrical energy
using photovoltaic panels and fuel cells. The results obtained
from the simulation were evaluated.

II. MATERIALS AND METHODS

The sun, as long as it shines in the sky, provides a continuous
and clean source of energy. However, solar energy becomes
unavailable during cloudy weather and at night. Moreover,
solar energy cannot be stored directly, necessitating its
conversion into other forms of energy for practical use.
Hydrogen serves as both a renewable and clean energy source,
with the added advantage of being storable and accessible when
needed.

In this study, a simulation was developed for a hybrid
structure utilizing a triple-system setup. In this system,
hydrogen is produced via electrolysis using electricity
generated from solar panels. The hydrogen is then stored for
later use. During periods when solar energy is unavailable, the
stored hydrogen is converted back into electricity through a
PEM fuel cell. This system offers a viable solution for remote
rural areas that are not connected to the main electricity grid.

The modeling process was conducted using MATLAB-
SIMULINK™ and further supported by additional MATLAB-
based software. The mathematical and theoretical models, as
well as the numerical solution methods and methodology
employed for the simulation experiment, are detailed below.

In the mathematical model developed, all meteorological
data relevant to the environment and conditions in Sinop
province were taken into consideration. Since solar energy is
the primary energy source, meteorological data play a critical
role. Key meteorological data for Sinop, including average
annual solar irradiation values for summer and winter months,
average regional radiation levels, and other relevant statistics,
were obtained from the Regional Meteorological Directorate.

The schematic representation of the simulation system
utilized in this study is provided in Figure 1.

Figure 1: Schematic view of the simulation system planned to be
established within the scope of this study

As shown in Figure 1, the system generates electrical energy
using PV panels. A solar collector is employed in parallel with
the PV panel system to heat the input water for the electrolyzer.
The hot water exiting the collector is directly fed into the
electrolyzer. The electrical energy generated by the PV panels
passes through a power regulator. Part of this energy is supplied
to the electrolyzer unit, while the remaining portion is sent to a
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charge controller unit and then stored in an accumulator.

The hydrogen H, produced via electrolysis is collected in a
storage tank, while the oxygen O» produced as a byproduct is
released into the environment. The hydrogen tank may be
pressurized, which would require a small compressor to pump
the hydrogen into the tank. The hydrogen required by the PEM
fuel cell for energy production is drawn from this tank, while
the oxygen needed is sourced from the air.

In the second stage of the system, a PEM fuel cell is used to
generate electricity. An Electronic Control Unit (ECU) is
employed to monitor all the components, with each unit
connected to the ECU.

Mathematical Model:

The energy entering the system in the process of separating
hydrogen and oxygen from water is equal to the enthalpy
change [9].

AH= AG+AQ=79 W/mol €))
Here AG is the Gibbs free energy and AQ is the change in
thermal energy.

Energy conversion of photovoltaic system:

In the PV system, solar energy is converted into electrical
energy. The electrical energy produced can be written as
follows [9].
Ee= UeAQlRCor (2)
Here E is the generated electrical energy, 1. is the electrical
efficiency of the solar collector system, A is the area of the solar
collector system, q is the effective solar heat flux per unit area,
Rcor is the correction factor.

The produced heat energy is as follows [9];

E= T]tAquCor (3)
Here Et is the total heat energy produced, nt is the thermal
efficiency of the solar collector system.

The total energy of the collector is calculated from the
relation;

Etot = Eel + Et 4

The energy drawn by the electrolyzer can be expressed as
follows [10]:
Ectee= U/Relec (6~5*10'5*Telec*1n(Pelec)) (5)
Where U is the potential difference required to separate a unit
mass of water, Relec is the electrolyzer resistance, Telec is the
temperature of the electrolyzer, Pelec is the pressure of the
electrolyzer.

The thermal energy entering the electrolyzer through the
solar collector is given as [9];
E.clec = Telec AS/t (6)
AS is the entropy change for the dissociation of a unit mass of
water and is AS =116 J/K.

The total energy drawn by the electrolyzer is expressed as:
Etotelec = Eelec T Ethelec (7)

The electrical energy produced from the collector directly
enters the power regulator. In the power regulator, a portion of
the energy enters the electrolyzer machine based on the
electrolyzer's needs and the remaining extra energy is stored in
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the accumulator via the charge controller.
The following expression can be given for the amount of
hydrogen produced in electrolysis [9]:

mH2 = Etot.elec/(g*Eelec ) (8)

The following relations can be given for the fuel cell [11]:
Vcell = ENemst - Vact = Vohm = Vconc (9)
Here Ve is the cell voltage, Exemst is the no-load voltage, Ve
is the activation voltage drop, Vomm is the ohmic voltage, Vconc
is the overvoltage.

The electrical energy produced by the system is calculated
with the relation [11];

P=1.Vcu (10)

The Nernst equation is given by the following equation [12]:

E:E:—U.SS.]O'E(T—EE?S_lSHf—IIn Pulo |

2F | }’H;o-}": |
The activation voltage drop can be analyzed by the Tafel

connection [13]:
Eat =-0,9514 + 0,00312.T - 0,000187.T.[In(D)] + 7,4.107

(11

T.[In(Co2 )] (12)
n
C, =— 2 (13)
PO50810% exp(—498/ T
Vohm = I.Rmem (14)
Here Rpem 1s the membrane resistance;
Rimem = 22 (15)

a
is given as [8]. tm is the membrane thickness and o is the

membrane conductivity.

By assuming that all gases are ideal, the ideal gas law can be
extended for dynamic analyses and the law of conservation of
mass, general equations and the reactant flow model can be
used (Gemmen, 2001a).

v dF,
= =, — M, T——

RT dr n F

System Simulation:

MATLAB-SIMULINK™  software was used for the
simulation of the system. The main system in the program
consists of some subsystems as seen in Figure 2. Each of these
subsystems represents the solutions of various components that
make up the system. The subsystems that make up this system
are as follows: Calculations and simulation of the electrical and
thermal energy produced by solar panels, calculations and
simulation of the distribution of electrical energy in the power
regulator to consumers, calculations and simulation of the
electrical demand of the electrolyzer and the amount of H2
produced, calculations and simulation of the charge controller,
calculations and simulation of the electrical energy sent to
charge the accumulator, fuel cell calculations and simulation,
and finally, simulation of the operations performed by the ECU
in the system for the purpose of controlling these units.
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Figure 2: Block diagram of hydrogen production system

III. RESEARCH FINDINGS AND DISCUSSION

In this study, MATLAB-SIMULINKTM software was used
for the simulation of the system. Various key loops were
integrated to prevent issues that may arise from algebraic loops
and excessively high numerical values. This study consists of
two stages. The first stage involves hydrogen production
supported by a solar collector and the storage of the produced
hydrogen in a tank. The second stage involves utilizing the
produced and stored hydrogen in a fuel cell.

In the first stage, the monthly average solar radiation and
sunshine duration for the Sinop region were obtained from the
General Directorate of Meteorology. Simulations were
conducted for the PV system using three different panel
efficiencies (11.5%, 13.5%, and 17%), two different operating
temperatures (353 K and 473 K), and two different operating
pressures (100 kPa and 400 kPa) as the main input parameters.
The results were presented in graphical form, showing
variations under constant temperature with different pressures
and constant pressure with different temperatures. The results
indicate that the amount of hydrogen production is more
significantly influenced by temperature increases than by
pressure changes.

In the second stage, simulations were carried out for a PEM
fuel cell using three different hydrogen flow rates (5.5, 8, and
11.2 SLPM - standard liters per minute) and the corresponding
air flow rates (81, 120, and 166 SLPM). The simulation
duration was set to 1.5 seconds. The results were plotted as
graphs of cell voltage and stack power over time.

Figure 3 shows the electrical energy obtained from PV
systems with different efficiencies. As seen in the figure, the
electrical energy produced is closely related to the efficiency of
the PV system. The increase in electrical energy obtained from
high-efficiency and high-quality materials is clearly observable
in the figure.

In Figure 4, the amount of energy going to the electrolyzer
according to the temperature of 353 K is given according to
monthly averages. As can be understood from the figure, the
energy going to the electrolyzer is at the lowest level in the
summer months. Because while the energy produced by the PV
in the summer months is at the maximum level, if the energy
consumed by the electrolyzer is considered constant, the ratio
decreases according to the energy produced in the PV. While
very little change is observed depending on the pressures, the
energy going to the electrolyzer is slightly higher at low
pressures and slightly lower at high pressures.
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Electricity Produced by Months

Electrical Energy Produced from PV (W)
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Figure 3. Electrical energy obtained from PC according to
different efficiencies.

Electrical energy consumed by the electrolyzer at different
temperatures according to months{T=353K)
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Figure 4: Monthly average electrical energy going to the
electrolyzer at 353 K temperature

Electrical energy consumed by the electrolyzer at different
temperatures according to months(T=473K)
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Figure 5: Monthly average electrical energy going to the
electrolyzer at 473 K temperature

In Figure 5, the amount of energy going to the electrolyzer
according to the temperature of 473 K is given according to
monthly averages. Due to the similarities of this figure to Figure
4, the same comments made for Figure 4 are valid for this
figure. Therefore, the energy consumed by the electrolyzer
changes very little with pressure and temperature or remains the
same.

Figures 6 and 7 illustrate the monthly average energy
delivered to the electrolyzer for pressures of 100 and 400 kPa.
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Similar interpretations can be made for these figures as for those
obtained for temperature values. In other words, as evident from
both figures, the energy supplied to the electrolyzer increases
only slightly with temperature. Additionally, there is no
significant variation in the monthly averages of both figures.
Thus, the change in energy supplied to the electrolyzer is not
primarily dependent on temperature or pressure.

When the graphs from Figures 4 to 7 are carefully examined,
it becomes clear that the highest electrical energy consumption
by the electrolyzer occurs at a pressure of 100 kPa and a
temperature of 473 K. However, this difference is not
substantial, and it can be confidently stated that the energy
consumed by the electrolyzer is not primarily dependent on
temperature or pressure.

The situation differs when considering the amount of
hydrogen produced. Specifically, when Figure 8, which shows
the monthly average hydrogen production for 100 kPa, is
examined closely, it is evident that the amount of hydrogen
produced increases noticeably with temperature. According to
the figure, hydrogen production increases during the summer
months. This is due to the longer duration of solar radiation
during the summer.

Electrical energy consumed by the electrolyzer at different
temperatures according to months (P=100kpa)

mT=353K mT=473K

4
3
2
1
a
1 2 3 4 S [ 7 8 9 10 11 12

months

electrical energy consumed in the electrolyzer (w)

Figure 6: Monthly average electrical energy going to the
electrolyzer at 100 kPa pressure

Electrical energy consumed by the electrolyzer at different
temperatures according to months (P=400kpa)
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2

Figure 7: Monthly average electrical energy going to the
electrolyzer at 400 kPa pressure
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Figure 8: Monthly average amount of Hz produced at 100 kPa
pressure.

The same comments can be made in Figure 9, given for a
pressure of 400 kPa. However, as can be understood from the
fact that the figures are very close to each other, the effect of
the pressure increase is small. Nevertheless, it can be said that
the amount of hydrogen production increases very little at high
pressures.
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Figure 10: Monthly average H2 amount produced at 353 K
temperature

amount of hydrogen produced by month {T=473K)

1 2 3 4 5 6 7 8 9 10 11 12

months

P
8 g8 8 &8
8 8 8 8

=4
=}

amount of h2 produced {gr)
=1
8

Now & o @
=3 =1
8 8

.
=)
=}

W P=100kpa ® P=400kpa

Figure 11: Monthly average H2 amount produced at 473 K
temperature

Figures 10 and 11 present the monthly average hydrogen
production graphs for temperatures of 353 K and 473 K,
respectively. In Figure 10, corresponding to 353 K, it can be
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observed that the amount of hydrogen produced increases with
rising pressure. However, the difference is not very significant.
Additionally, the graph clearly shows that the hydrogen
production during the summer months is higher compared to
the winter months. For example, the average production in
summer ranges between 600 and 800 grams, whereas in winter,
it ranges between 200 and 400 grams. This difference is related
to the longer solar radiation duration in summer.

Figure 11 depicts the graph obtained for 473 K. In this case,
the average production during the summer months is between
700 and 900 grams, while the winter average is approximately
325 grams.

As clearly seen from these data, the amount of hydrogen
production increases with temperature. This can be attributed to
the weakening of atomic bonds between water molecules with
increased temperature, reducing the energy required to break
the bonds.

In the second stage or phase of the study, the produced
hydrogen gas was used in a PEM fuel cell to generate electrical
energy. The PEM fuel cell used in this study was selected from
catalog specifications.

POWER OBTAINED FROM A TIME-DEPENDENT STACK
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Figure 12: PEM fuel cell power curve for 5.5 SLPM Ha
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VOLTAGE OF A CELL (V)

The modeled PEM fuel cell has a nominal power of 500 W.
When operating at this power, the DC voltage is 23 V, and the
current is 22 A. Although the maximum power of the PEM fuel
cell is 1100 W, due to internal resistances, the actual achievable
power is around 1000 W. Under these conditions, the DC
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voltage can still be considered as 23 V, while the current
reaches approximately 45 A. For a power output of 500 W, the
hydrogen input is 5.5 SLPM, and for a power output of 1000
W, the hydrogen input corresponds to 11.2 SLPM.

The simulation results obtained for the given input
parameters are shown in the graphs below, specifically for 5.5
SLPM. In these studies, the simulation duration was set to 1.5
seconds. The graphs are plotted as power vs. time and voltage
vs. time. To better visualize the results at the initial time points,
the time axis in the graphs is presented using a logarithmic
scale.

IV. CONCLUSION

Solar energy systems have low efficiency; however, since
this energy is continuous and easily accessible, it can be utilized
to generate electricity. If part of the energy obtained from the
sun is used for water electrolysis, hydrogen fuel—another clean
and renewable energy source—can be produced affordably and
easily. Although the efficiency during energy conversions is
currently low, it can be improved with the development of new
technologies. Both the conversion of solar energy into
electricity and the processes of hydrogen production using this
energy and its utilization in fuel cells stand out as extremely
clean, environmentally friendly, and renewable energy
methods.

In this study, an experimental energy production setup
proposed to be established in the Sinop province was simulated.
For this simulation, necessary formulations for main processes,
including electricity generation from PV solar panels, hydrogen
production via water electrolysis, and the use of hydrogen in a
PEM fuel cell, were implemented using software developed in
MATLAB  programming language and MATLAB-
SIMULINKTM package software.

The results indicate that the energy generated from PV solar
panels reaches its peak levels during summer months. A portion
of this total energy is consumed by the electrolyzer.
Considering that the energy consumed by the electrolyzer
remains approximately constant, the portion of electrical energy
from PV panels sent to the electrolyzer is at its minimum during
summer.

The amount of hydrogen production increases slightly with
the rise in pressure in the electrolyzer. However, this increase
is not substantial. In contrast, the amount of hydrogen
production rises significantly with increasing temperature
compared to pressure. This is because higher temperatures
weaken the atomic bonds, making it easier to separate
molecules into their constituent atoms.

On the other hand, the energy consumption of the
electrolyzer does not vary significantly with temperature or
pressure.

Hydrogen should be supplied to the PEM fuel cell under
pressure. In this study, the fuel cell pressure was set to 2 bar.
Additionally, the internal resistance of the fuel cell is a critical
factor in power generation. The membrane is the primary
component contributing to the internal resistance. In this study,
the internal resistance was set to 100 mOhm for calculations.
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The simulation duration was set to 1.5 seconds, as no changes
in power or cell voltage occur beyond this point.

The graphs clearly demonstrate that the power generated by
the PEM fuel cell is directly related to the amount of hydrogen
supplied to it.

Although the power output increases with the amount of
hydrogen supplied, this should be limited to a certain value.
This is because the fuel cell has a specific capacity, and excess
hydrogen results in excess heat. Overheating the device is
undesirable.

REFERENCES

[1] B. Shabani, and J. Andrews, 2011, An experimental investigation of a
PEM fuel cell to supply both heat and power in a solar-hydrogen RAPS
system, International Journal of Hydrogen Energy, 36 (9), 5442-5452.

[2] T. Niknam, and M. Zare, 2012, Probabilistic hydrogen, thermal and
electrical management of PEM-fuel cell power plants in distribution
networks, International Journal of Hydrogen Energy, 37 (23), 18243-
18260.

[3] Shahsavari, S., Desouza, A., Bahrami, M. ve Kjeang, E., 2012, Thermal
analysis of air-cooled PEM fuel cells, International Journal of Hydrogen
Energy, 37 (23), 18261-18271.

[4] B. Najafi, A. H. Mamaghani, A. Baricci, F. Rinaldi, and A. Casalegno,
2015, Mathematical modelling and parametric study on a 30 kW el high
temperature PEM fuel cell based residential micro cogeneration plant,
International Journal of Hydrogen Energy, 40 (3), 1569-1583.

[5] H.Kahraman, I. Cevik, and S. Cosman, 2014, Sikistirma Basimcinin
PEM Yakat Pili Performansina Etkisi. ISITES. Karabuk —- TURKEY.

[6] Ngoh, S. K., Ohandja, L. A., Kemajou, A. ve Monkam, L., 2014, Design
and simulation of hybrid solar high-temperature hydrogen production
system using both solar photovoltaic and thermal energy, Sustainable
Energy Technologies and Assessments, 7, 279-293.

[71 K. Dinger, O. Sahin, S. Yayla, and A. Avci, 2014, Anot tarafi
elektrospin metodu ile YSZ+SDC+NaCaNiBO ile kaplanmis PEM Yakit
hiicresinin performansinin deneysel olarak incelenmesi, Journal of
Technical-Online, 13, 1.

[8] Z. Ural, 2007, Yakit Pilleri ve Bir PEM Yakit Pili Sisteminin Dinamik
Benzetimi, M.Sc. Thesis, Institute of Science, June, Dicle University.

[9] J.Padin, T. Veziroglu, and A. Shahin, 2000, Hybrid solar high-
temperature hydrogen production system, International Journal of
Hydrogen Energy, 25 (4), 295-317.

[10] M. Rzayeva, O. Salamov, and M. Kerimov, 2001, Modeling to get
hydrogen and oxygen by solar water electrolysis, International Journal
of Hydrogen Energy, 26 (3), 195-201.

[11] C. Ziogou, S. Voutetakis, S. Papadopoulou, and M. C. Georgiadis,
2011, Modeling, simulation and experimental validation of a PEM fuel
cell system, Computers & Chemical Engineering, 35 (9), 1886-1900.

[12] J. Larminie, A. Dicks, and M. S. McDonald, 2003, Fuel cell systems
explained, Wiley New York, p.

[13] J. C. Amphlett, R. M. Baumert, R.F. Mann, B. A. Peppley, P. R.
Roberge, and T. J. Harris, 1995, Performance Modeling of the Ballard-
Mark-Iv Solid Polymer Electrolyte Fuel-Cell .1. Mechanistic Model
Development, Journal of the Electrochemical Society, 142 (1), 1-8.

November 21-23, 2024, Konya, TURKEY



International Conference on Engineering Technologies (ICENTE' 24) 78

Investigation of Superstrate Effects on Seljuk
Star Microstrip Antenna

AYSE OZGE CINAR AK!, DILEK UZER!

! Konya Technical University, Konya/Turkey, aocinar@ktun.edu.tr
! Konya Technical University, Konya/Turkey, duzer@ktun.edu.tr

Abstract—In this study, the effects of using a dielectric
superstrate on the microstrip antenna have been investigated
such as operating frequency and gain in the Industrial Scientific
Medical (ISM) band. Seljuk Star patch geometry is preferred
due to its many advantages in microstrip antenna design and
4.75 mm thick RT-Duroid 5880 LZ dielectric material of is used
as the substrate material. Simulations by ANSYS HFSS and
measurements of the manufactured antenna are performed by
stacking three different superstrate layers as woolen felt, FR-4
and RT-Duroid 5880 LZ above the patch and the results are
compared. The effect of the change in the height of these
different superstrate materials on the antenna performance is
also investigated with simulations. The results from simulation
show that with the addition of woolen felt, FR-4 and RT-Duroid
5880 LZ superstrate, the basic antenna gain is increased by 4%,
5% and 20% when it is 7.92 dB for the basic design, and the
frequency is shifted down by 9%, 14% and 8% from 5.5 GHz of
the basic design. In addition, when the thickness of the
superstrate used increased, the frequency shifted more
downward. Therefore, with the down shift of the frequency, a
decrease in patch size is obtained for the same target frequency.
As seen from these results, the addition of superstrates with
different features on the patch is a simple and low-cost method
to expand the antenna gains and can be applied in the basic
design of the antenna and after manufacturing.

Keywords—Dielectric Superstrate, Gain, HFSS, Microstrip
antenna, Resonant frequency, Seljuk star, Woolen felt.

I. INTRODUCTION

HE concept of the microstrip antenna was first proposed

in the 1950s, and with the advancement of printed circuit
technology, numerous practical applications of microstrip
antennas mounted on missiles and aircraft were developed in
the early 1970s. During this period, research on microstrip
antennas rapidly increased, laying the foundation for the
emergence of a new antenna industry [1]. Microstrip
antennas are among the most popular types of antennas due
to their design flexibility, lightweight, low production costs,
and ease of implementation. Microstrip patch antennas have
a low profile and weight. Their small size and the ability to
share the same dielectric layer with circuit components
enable easy integration with circuit structures, without
increasing the size of portable devices [2].However, the
electrical parameters such as resonance frequency,
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bandwidth, return loss, gain, and efficiency may sometimes
be insufficient. Therefore, various methods are applied to
enhance the gain of microstrip antennas; [3,4] adding a
dielectric superstrate to the antenna is one of these
methods [5-22]. In previous studies, adding a dielectric
superstrate to an antenna has proven to be a simple and
effective method for adjusting the operating frequency and
enhancing the antenna's gain [6]. Initially, the dielectric
superstrate was used as a protective cover to shield the
antenna from environmental factors and for privacy purposes.
Later, it was discovered that the antenna's gain and efficiency
could be improved by using a superstrate with optimized
parameters [7-11]. The dielectric superstrate antenna
functions as a directive parasitic element to enhance the
antenna’s gain. Such a dielectric superstrate behaves like an
aperture antenna, increasing the effective aperture size and
extending the antenna's directivity beyond the original
design. The use of a superstrate with high electrical
permittivity results in a gain improvement; additionally,
reflective layers can also be employed to further increase
gain. However, if the dielectric superstrate is not designed
under appropriate conditions, it can negatively affect the gain
and efficiency. Therefore, the radiation characteristics of the
superstrate antenna should be carefully evaluated, and
necessary precautions should be taken to prevent any adverse
impact, whether positive or negative [10,12]. The
effectiveness of the dielectric superstrates used can be
enhanced by achieving the resonance condition of a quarter-
wavelength air gap on the antenna surface [9]. This addition
shifts the resonance frequency downward by altering the
effective permittivity of the antenna. As a result, it reduces
the antenna size for the same target frequency while
improving narrowband characteristics and increasing the
half-power bandwidth. The bandwidth increases in direct
proportion to the thickness of the superstrate. If the lower
substrate is sufficiently thin, the addition of the superstrate
significantly =~ improves  the  antenna's  efficiency
[10,11,13,14,15]. This study aims to examine the scope and
applicability of the superstrate as a performance enhancement
tool for antennas. This technique provides improvements in
antenna parameters such as bandwidth, beamwidth, gain,
resonance frequency, input impedance, return loss, and
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VSWR (Voltage Standing Wave Ratio) without significant
cost or design complexity.

When designing a microstrip antenna, characteristics must
be considered such as the patch size, substrate height,
substrate width, and their relative proportions. Microstrip
patch antennas consist of three layers: a conductive patch, a
dielectric substrate, and a conductive ground plane.
Numerous geometries can be used in the design of the
conductive patch, with the most popular being rectangular
and circular shapes. However, in this study, the Seljuk Star
patch geometry, introduced by Uzer and shown to offer
numerous advantages compared to other geometries, has been
preferred [16]. Accordingly, in this study, a dielectric
superstrate has been added in contact with the antenna on a
Seljuk Star-shaped patch antenna, using different materials
such as wool felt, FR-4, and Duroid 5880 LZ. The effects of
using superstrates made from these different materials on
antenna performance have been investigated. In addition, the
impact of the thickness parameters of these dielectric
materials on antenna performance has been examined.

II.  MATERIAL AND METHOD

A.  Design of Seljuk Star Microstrip Patch Antenna

The patch geometry has first introduced to literature in
[17,18] and the initial design parameters are determined
based on traditional circular patch antenna formulas. Using
the trial-and-error method, the optimum results can be
obtained. For the same resonant frequency, the surface area
of Seljuk star patch is smaller than the circular one and this
provides advantages in terms of some losses.

As shown in Figure 1.a, an antenna has been designed
using a simple Seljuk Star patch shape. The optimal
parameters for this design were determined using the HFSS
program at a frequency of 5.8 GHz, and the design was
implemented on a Rogers RT/Duroid 5880 LZ substrate (h =
4.75 mm). Figure 1.b shows an example of one of the
superstrate structures added on top of the microstrip antenna.
The physical parameters of the basic antenna are provided in
Table 1. As a feeding method, a microstrip line feed has been
chosen.

Table 1: Seljuk Star-Shaped Microstrip Antenna Parameters

Parameter Value (mm)
Py 18.00
Lgna 64.00
Wand 66.00

FL 32.00

Fw 4.00

h 4.75

& 1.96
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(b)

Figure 1: The designed antenna; a)Basic design, from HFSS
model, b) With superstrate from HFSS model.

B. Superstrate Addition and Effects

In Figure 2, the initial microstrip antenna structure
manufactured and the configurations after the addition of
superstrates are shown.

Here, the characteristics of the antenna parameters change
as a function of the dielectric superstrate layer. When the
effective dielectric constant of the structure is known, the
resonance frequency of a microstrip antenna covered with a
dielectric superstrate can be determined. The change in
resonance frequency with the placement of the dielectric
superstrate is calculated using Equation 1 and Equation 2
[19].

v _ e
Tt (M)

If e, = €,9 + Ve, and Ve, < 0.1¢,, then

S VA @

141/,

November 21-23, 2024, Konya, TURKEY



International Conference on Engineering Technologies (ICENTE' 24) 80

(d

Figure 2: Superstrate-Added Antennas: a) Initial design, fabricated
antenna, b) Fabricated antenna with wool felt superstrate, c)
Fabricated antenna with FR-4, d) Fabricated antenna with RT-
Duroid 5880 LZ.

Where,

&, = Effective dielectric constant with dielectric superstrate

g.0= Effective dielectric constant without dielectric
superstrate

Ag,= Change in dielectric constant due to dielectric
superstrate

Af,= Fractional change in resonance frequency

fr = Resonance frequency

Due to the inability of the felt used as the superstrate to

stand upright on its own, it was placed adjacent to the patch
without leaving any air gap. However, due to the pin height
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of the SMA connector, a very small air gap between the
superstrate and the patch surface occurred around the junction
point. Double-sided tape was used for fixation. Because of
the tape’s very thin structure, dielectric effects of it were
neglected. Other superstrate materials were also evaluated
using the same configuration.

Table 2: Parameters Of Used Superstrates

Parameters
Material Thickness
&r tano
(mm)
Woolen Felt* 3.000 1.45 0.044
RT-5880LZ* 4.750 1.96 0.002
FR-4 1.600 4.17%* 0.020%*

* Parameters from literature
**This value is measured with TLM.

III. EXPERIMENTAL RESULTS AND DISCUSSION

The fabricated microstrip antenna was measured first in its
initial form, and then with the sequential addition of woolen
felt, Duroid 5880 LZ, and FR-4 superstrates. A Rohde
Schwarz ZVL-13 vector network analyzer was used to
measure the antenna prototypes, and the device was
calibrated prior to measurements using a calibration kit. The
antenna measurement setup is shown in Figure 3.

Figure 3: Measurement of the microstrip antenna with woolen felt
superstrate using a network analyzer.

Figure 4 shows the 3D polar (in dB gain) plots obtained
using HFSS for all the proposed antenna configurations. The
gain of the initial design antenna is 7.92 dB, while with the
addition of the felt superstrate (&, =1.45), FR-4 superstrate
(&, =4.17), and RT-Duroid 5880 LZ superstrate (&, =1.96),
the gain Increases to 8.27 dB, 8.36 dB, and 9.51 dB,
respectively.

dB(GainTotal)

7.9280e+000
6. 1498e+000
4. 3716e+000
2.5935e+000

8.1527e-901
-9.6292e-001
-2, 7411e+000

-4, 5193e+200
-6.2975e+000
-8.0757e+000

| -9.8539¢+a00

 -1,1632e+001

-1.34%1@e+001
-1.5188e+001
-1.6967e+001
-1, 8745e+001
-2.8523e+001

@
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dB(GainTotal)

8,2727e+000
6. 3089e+000
4, 3450e+000
2.3812c+008

4.1731e-001
-1.5465e+000
-3.5104%e+008
=-5.4742e+000
-7.4381e+000

. -1.1366e+001

-9, 4919e+000
-1.3330e+001

-1.5294e+001
-1,7257e+001
-1,9221e+001
-2,1185e+001
-2.3149e+001

(b)

dB(GainTotal)

8. 3657¢+000
6. 3137e+000
4. 2618e+000
2.2098¢+000
1.5781e-001

-1.8942e+000

-3, 9461e+000

-5.9981e+000

-8.0501e+000

-1.0102e+001

| -1.2154%e+0011

| -1.4206e+001

-1.6258e+001
8310e+001
B362e+001
2414e+001

-2, 4466e+001

©

dB(GainTotal)

9. 5150e+200
6.7388e+000
3. 9626e+000
1.1864e+200
-1.5899e+000
-4, 3661e+000
-7.1423e+000
-9.9185e+000
-1.2695e+001
-1.5471e+001

. -1.8247e+001

| -2.1823e+201

I -2.3800e+0a1

-2.6576e+001
-2.9352e+001
-3.2128e+001
-3. 4905e+001
Figure 4: 3D Polar Gain Plots from HFSS; a) Initial design
antenna, b) With wool felt superstrate, h2 = 1.45 mm, c) With FR-4
superstrate, h2 = 1.60 mm, d) With RT-Duroid 5880 LZ
superstrate, h2 = 4.75 mm

(d)

Figure 5 shows the effect of different dielectric superstrate
thicknesses on the operating frequency of the antenna.
Designs were made for wool felt at thicknesses of 0.725 mm,
1.420 mm, 2.175 mm, and 2.900 mm; for FR-4 at 0.800 mm,
1.600 mm, 2.400 mm, and 3.200 mm; and for RT-Duroid
5880 LZ at 1.187 mm, 2.375 mm, 3.562 mm, and 4.750 mm.
As the thickness of the dielectric superstrate material
increased, the frequency shifted downward.

The thicknesses of the dielectric materials were selected
based on commonly used values found in the literature.
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Figure:5 Effect of Superstrate Thickness on the Antenna: a) Wool
felt superstrate, Si1 values, b) FR-4 superstrate, S11 values, ¢) RT-
Duroid 5880 LZ superstrate, Si1 values.

Figure 6 shows the measurement and simulation results for
the fabricated antennas. Production was carried out for wool
felt, FR-4, and RT-Duroid 5880 LZ dielectrics with
thicknesses of 3.00 mm, 4.75 mm, and 1.60 mm, respectively.
The initial antenna has a return loss of -15.94 dB at a
frequency of 5.50 GHz, while the addition of the superstrates
shifted the resonance frequency downward. For the FR-4
superstrate, the Sy, value at 4.73 GHz was -22.31 dB, for the
wool felt superstrate the S;; value at 4.99 GHz it was -21.46
dB, and for RT-Duroid 5880 LZ the S; value at 5.05 GHz it
was -24.63 dB. The bandwidth of the initial antenna at 5.5
GHz was 5%, whereas with the addition of wool felt, FR-4,
and RT-Duroid 5880 LZ superstrates, dielectrics, the
bandwidth increased to 41.2% at 4.99 GHz, 37.9% at 4.73
GHz, and 39.36% at 5.05 GHz, respectively. From the
measurement results, it is observed that the addition of the
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superstrate shifted the frequency downward. While the
simulation and measurement graphs for the initial antenna
closely match, frequency differences in the superstrate
antennas are believed to arise from factors such as the air gap
between the upper and lower layers and the dielectric effects
of the double-sided tape used to fix the superstrate, which
were neglected during the fabrication process.

/
ym— X,

’ e
= 4_’,\\ AL

A

s, [dB]

Frequency [GHz|

e iiial design sim e woolcn felt superstrate siim. = FRY superstrate sim 5880 LZ superstrate sim

= o= winiial design meas. = = = woolen felt superstrate meas. = = = FRS superstrate meas. 5880 LZ superstrate meas

Figure 6: S11 Simulation and Measurement Results of the
Fabricated Antennas.

IV. CONCLUSION

In this study, the effects of using different materials as
superstrates on the Seljuk star strip-fed microstrip antenna
were investigated. The impact of dielectric superstrates on
parameters such as bandwidth, gain, resonance frequency,
and return loss was experimentally examined. When a
dielectric superstrate was added, changes in the antenna
parameters were observed; in particular, the resonance
frequency shifted to a lower value, and differences in other
parameters also appeared. Maximum gain enhancement was
achieved when the dielectric constant of the superstrate was
the same as that of the substrate material, while the maximum
increase in bandwidth was observed when the dielectric
constant was lower. Additionally, the effects of superstrate
thickness were investigated, and simulation and measurement
results were compared. The results show that as the
superstrate thickness increases, the resonance frequency
shifts further downward.
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Dynamic Analysis of 3D-printed ABS, PET-G
and PLA Straight Beam
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Abstract - In the modern industrial landscape, while
conventional manufacturing techniques such as machining,
casting, welding, powder metallurgy, and plastic forming are still
predominantly used for metallic, polymeric, composite, and
ceramic components, this trend has started to shift in recent years.
Three-dimensional (3D) printing technology has emerged as one of
the advanced production methods that enables the creation of
intricate designs. Moreover, 3D printing offers several advantages
over traditional manufacturing processes, including faster
production times and reduced material consumption. Therefore,
the free vibration analysis of structures made from such materials
is of great significance in the design process. The aim of this study
is to investigate how variations in parameters such as length,
boundary conditions, and thickness influence the vibrational
characteristics of 3D-printed straight beams made from PET-G,
PLA, and ABS materials. The vibration parameters of the 3D
straight beams were determined through modeling using the
ANSYS finite element software. To validate the accuracy and
feasibility of the proposed model, numerical results were
compared with findings in existing literature. The results revealed
that changes in material and geometric properties of 3D-printed
straight beams significantly affect their natural frequencies.

Keywords - Free vibration; Straight beams; Additive
manufacturing; Finite element method, Dynamics.

I. INTRODUCTION

DDITIVE manufacturing (AM), commonly referred to as
3D printing, was originally favored for creating
prototypes, but today it is widely employed to produce
functional and lightweight end-use products [1-3]. An
important field of research within AM is the vibration analysis
of materials used in 3D printing, which aims to explore the
vibrational characteristics of components made through
additive manufacturing techniques. The analysis of free
vibrations in 3D printed beams made from materials such as
Acrylonitrile Butadiene Styrene (ABS), Polylactic Acid (PLA),
and Polyethylene Terephthalate Glycol (PET-G) is critical for
understanding their mechanical performance and potential
applications in engineering. Various studies have investigated
the vibrational characteristics of these materials, focusing on
parameters such as infill density, print orientation, and material
composition.
Biju et al. [4] conducted free vibration studies on composite
beams, emphasizing the importance of boundary conditions in
vibration analysis. Their findings highlight that the natural
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frequencies of beams can significantly vary based on their
structural configuration, which is also echoed in the work of
Ergene et al. [3], who examined the vibration behavior of 3D
printed PET-G beams. They found that the infill rate and build
orientation are crucial factors affecting the natural frequencies,
suggesting that careful optimization of these parameters can
lead to improved vibrational performance.

In the context of PLA, Kannan [5] explored the frequency
and deflection responses of 3D printed carbon fiber reinforced
PLA composites. Their experimental results indicated that the
addition of carbon fibers enhances the damping characteristics
and natural frequencies of the material, which is vital for
applications where vibration control is essential.

The influence of processing parameters on the vibrational
properties of ABS has also been extensively studied. For
instance, Parpald et al. [6] investigated how infill parameters
affect the natural frequencies of ABS specimens, revealing that
variations in infill density and print speed can lead to significant
changes in vibrational characteristics. This is consistent with
the findings of Kannan and Ramamoorthy [7] provided a
comprehensive analysis of the mechanical and vibrational
properties of 3D printed ABS, PC, and PC-ABS materials,
emphasizing the role of processing conditions in determining
the performance of these materials.

Moreover, the dynamic response of 3D printed functionally
graded materials has been explored by Bonthu [8] noted that the
layer thickness ratio and boundary conditions significantly
influence the free vibration behavior of sandwich beams. This
aligns with the insights from Gunasegeran and Sudhagar [9]
examined bioinspired sandwich beams and found that the core
material's properties play a crucial role in the overall vibrational
response.

Research by Grammatikopoulos et al. [ 10] demonstrated that
combining modal testing of 3D-printed samples with finite
element analysis (FEA) can effectively predict the natural
frequencies of complex thin-walled structures. This
methodology provides important insights into how additive
manufacturing techniques can affect the vibrational
characteristics of printed components. Similarly, Boron et al.
[11] conducted experiments to establish a relationship between
material properties studies, field experiments, shaking table
tests, and FEM modeling to accurately determine the natural
frequencies of 3D-printed structures. In addition, Maidin et al.
[12] investigated the mechanical properties of recycled ABS
printed with an open-source FDM printer enhanced with
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ultrasound vibration, revealing notable improvements in
flexural, compressive, and tensile strength.

Upon reviewing existing literature on 3D-printed straight
beams produced via Fused Filament Fabrication (FFF), it
becomes clear that despite the limited number of studies, the
mechanical behavior of such structures is generally explored
through experimental methods. The analysis of free vibrations
in 3D-printed straight beams, particularly in terms of
identifying natural frequencies, mode shapes, and damping
characteristics, is vital during the design phase. For this reason,
investigating the free vibration behavior of these materials is
critical for engineering applications. This study seeks to
numerically examine the impact of beam length, boundary
conditions, and thickness on the free vibration characteristics of
3D-printed straight beams using the ANSYS finite element
software.

II. MATERIAL AND METHODS

A. Validation of the Numerical Model

In order to validate the solution method, the natural
frequency values obtained in this study using the ANSY'S finite
element package were compared with the results provided in
the study by Hu et al. [13]. Table 1 presents the material and
geometric properties used in the study.

Table 1: Material and geometrical properties [13].

Mechanical and Geometrical Properties Units
E, 134 GPa
E, 10.3 Gpa

G,,=G,; 5 Gpa

vI2 0.33
p 1.48x103 kg/m?

L (Beam Length) 127 mm
b (With) 12.7 mm
h (Thickness) 1.02 mm

As can be seen from Table 2, the results given in the study of
Hu et al. [13] and the values found in this study are very close
to each other.

Table 2: The comparison of natural frequency values obtained by
various methods for an 8-layer composite straight beam with
[0°/90°]2s stacking sequence under clamped-free boundary

conditions.
Solution Methods 1. Mode (Hz)
Hu et al [13] 81.87
Hu [14] 82.00
Luo and Hanagud [15] 81.86
Shen and Grady [16] 80.09
Present study 83.36

As a second example, the natural frequency values of the
laminated composite flat beam provided in the study by Topcu
et al. [17] were compared with the natural frequency values
obtained using the ANSYS finite element software package.
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Table 3 shows the material and geometric properties used in the
study.

Table 3: Material and geometrical properties [17].

Mechanical and Geometrical Properties Units
E, 26950 MPa
E, 21800 Mpa
G,,=G, 7540 Mpa
vI12 0.15
p 2030 kg/m?
L 0.320 m
b 0.036 m
h 0.008 m

As seen in Table 4, the current results are quite consistent
with the findings of the study by Topgu et al. [17].

Table 4: The comparison of natural frequencies obtained by
various methods for 12 layered composite straight beam with
[(0°/90°)3]s stacking sequence under clamped-free boundary condition
[17].

Mod | Analytical | Numerical | Experimental Present
(n) (Hz) (Hz) (Hz) Study (Hz)
1 43.150 42.773 43.152 43.523
2 270.360 267.830 - 271.80
3 757.210 747.960 - 756.78

III. NUMERICAL ANALYSIS

Following the validation of the theoretical model, ANSYS
software was employed to conduct a free vibration analysis on
a 3D printed flat beam. The beam was assumed to be
constructed from ABS, PLA, and PET-G materials. The model
was developed and analyzed in ANSYS using the SHELL 281
element, representing the beam as a structural — linear —
elastic —» isotropic material. The mechanical properties of the
ABS, PLA, and PET-G materials used in this study were
derived from literature data [18]. Table 5 presents the material
properties of the 3D printed beam discussed in the study by
Bolat et al. [18]. The model comprises 320 elements and 1050
nodes. Figure 1 illustrates an example of the ANSY'S model for
a 3D printed beam. The natural frequencies of the structure
were numerically determined through modal analysis
performed on the created finite element model.

Clamped

\ Free
/

ABS, PLA or PET-G beam

Figure 1: The ANSYS model of the 3D-printed beam.

November 21-23, 2024, Konya, TURKEY



85 International Conference on Engineering Technologies (ICENTE' 24)

Table 6 presents the configurations analyzed to assess how
changes in geometric and material properties affect the natural
frequencies of 3D-printed straight beams in this study.

Table 5: Physical and material properties of the 3D-printed beam
(Bolat et al. [18]).

Property PLA PET-G ABS
Colour Black Yellow Grey
Diameter 1.75 1.75 1.75
Density (kg/m3) 1240 1290 1040
Bed temperature (°C) 60-80 60-80 80-120
Printing temperature (°C) 190-210 210-250 220-250
Elasticity modulus (MPa) 1500 2100 1250
Tensile strength (MPa) 50 46 48
Elongation at break (%) 7 8 5

Table 6: The configurations of 3D-printed straight beam according
to beam length, thickness (t), and boundary conditions.

Material | Beam Length | Thickness Boun(_lz_lry
Condition
PLA 200 mm 5 mm Clamped-Free
PET-G 250 mm 10 mm Clamped-Clamped
ABS 300 mm 15 mm -

As beam materials, 3D-printed ABS, PLA, and PET-G were
considered. The beam lengths of 200, 250, and 300 mm were
examined. Additionally, the boundary conditions of cantilever

(clamped-free) and clamped-clamped configurations were
investigated for the beams.

IV. RESULTS AND DISCUSSIONS

Figure 2 illustrates how changes in beam length influence the
natural frequencies of 3D-printed straight beams. As shown in
Figure 2, increasing the beam length results in reduced stiffness
of the straight beams, which subsequently decreases the first,
second, and third natural frequencies. Furthermore, among the
materials, PET-G exhibits the highest natural frequency values,
followed by PLA and then ABS. It is also evident that the
natural frequencies for straight beams made from PLA and ABS
are quite close to each other. This finding aligns with the data
in Table 5, suggesting that materials with similar mechanical
properties tend to have comparable natural frequency values.

Figure 3 explores how thickness variations impact the first,
second, and third natural frequencies of 3D-printed straight
beams. As shown in Figure 3, increasing the thickness of a
straight beam strengthens the rigidity of the structure, which in
turn raises its natural frequencies. Among the materials tested,
PET-G yields the highest natural frequency values, while ABS
produces the lowest. Additionally, a noteworthy observation is
that the natural frequencies for beams made of PLA and ABS
are very similar to each other. This conclusion is also consistent
with the material properties presented in Table 5.
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Figure 2: The effect of beam length variation on the natural frequencies of 3D-printed straight beams: a) First natural frequency b) Second
natural frequency c) Third natural frequency
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Figure 5: Mode shapes and natural frequencies of a PET-G beam with a thickness of t=5 mm and a length of L=250 mm under clamped-free
boundary conditions: a) First mode b) Second mode c) Third mode.
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Figure 6: Mode shapes and natural frequencies of a PET-G beam with a thickness of t=5 mm and a length of L=250 mm under clamped-
clamped boundary conditions: a) First mode b) Second mode c) Third mode.
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The results of the free vibration analysis of 3D-printed
straight beams with a length of 250 mm and a thickness of 5
mm under clamped-free and clamped-clamped boundary
conditions are presented in Figure 4. As shown in Figure 4, the
first, second, and third natural frequencies of beams under
clamped-clamped boundary conditions are higher than those
under clamped-free boundary conditions. This is due to the
greater rigidity of beams with clamped-clamped boundary
conditions compared to those with clamped-free boundary
conditions. Moreover, the natural frequency values of PET-G
beams are higher than those of ABS and PLA beams. Similar to
Figures 2 and 3, Figure 4 also shows that the natural frequency
values of ABS and PLA beams are very close to each other.

In Figures 5 and 6, the mode shapes and natural frequencies
of a PET-G beam with a thickness of t=5mm and a length of
L=250mm are shown under clamped-free and clamped-
clamped boundary conditions, respectively.

V. CONCLUSION

In the present study, the free vibration analyses of 3D-printed
straight beams were numerically investigated. This research
examined the effects of variations in material properties, beam
length, beam thickness, and boundary conditions on the natural
frequencies of flat beams made from ABS, PLA, and PET-G
materials using the finite element software ANSYS. The
accuracy of the proposed method was validated by comparing
the results with data obtained from previous studies.

Key findings of the study indicate that as the length of the
3D-printed beams increases, the natural frequencies decrease
due to a reduction in stiffness. Additionally, among the
materials examined, PET-G beams exhibited the highest natural
frequency values, while the natural frequencies of ABS and
PLA beams were found to be quite similar. As the beam
thickness increases, the natural frequencies also increase due to
the increase in stiffness. Beams with clamped-clamped
boundary conditions have higher natural frequency values than
those with clamped-free boundary conditions.

From these findings, it was concluded that the vibration
behavior of 3D-printed beams is greatly influenced by material
and geometric parameters. This characteristic can be leveraged
to adapt the design of 3D-printed structures in industrial
environments.
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Abstract - Image fusion combines information from images
obtained by different sensors to produce a new image with more
advanced information. Image fusion can also be applied to images
obtained from satellites. Pan-sharpening, one of the image fusion
methods, improves the multispectral image by using the features
in the panchromatic image obtained from the sensors.
Multispectral images have high spectral resolution and low spatial
resolution. In panchromatic images, spatial resolution is high and
spectral resolution is low. With pan-sharpening methods, the
details in the panchromatic band with high spatial resolution are
transferred to the multispectral band image with high spectral
resolution to create a new image. In this new image, both spectral
resolution and spatial resolution are high. Due to its advantages,
pan-sharpening process is preferred by researchers. In this study,
pan-sharpening process was performed using Landsat-9 satellite
image. Within the scope of the study, IHS, Ehler's, HCS, HPF,
wavelet, Brovey and Gram-Schmidt pan-sharpening methods
were used. Pan-sharpened images with these methods were
visually and statistically evaluated. RMSE, SAM, CC and ERGAS
metrics were used for statistical evaluation of pan-sharpened
images.

Keywords - image fusion, pan-sharpening, remote sensing.

I. INTRODUCTION

HERE are four different resolutions in remote sensing.

These are radiometric resolution, temporal resolution,
spectral resolution and spatial resolution. Radiometric
resolution is the sensitivity of satellite sensors to variation in the
radiation intensities they measure. It is related to the number of
bits. Temporal resolution is the frequency with which satellites
acquire imagery for a specific region of the earth. Spatial
resolution is a concept related to pixel size. It is the area of the
ground that a pixel in an image represents. Spectral resolution
is the sensitivity of sensors to identify regions of the
electromagnetic spectrum. It is related to the number of bands.
Satellites need to have large-sized sensors in order to produce
spectrally high-resolution images. However, in this case, the
spatial resolution of the images is low. However, since the
engineering practices require satellite images with both high
spatial resolution and high spectral resolution, researchers have
been trying to overcome this situation by using image fusion
methods and they aim to produce images with high spatial and
spectral resolution [1]. Image fusion provides a new image
containing more advanced information by integrating
information from images obtained by different sensors.
Different image fusion methods result in different outcomes.
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Some methods can successfully keep spatial details while
distorting spectral features. Some methods keep spectral
features but perform weakly in the transmission of spatial
details. Therefore, the method to be used should be determined
by the researchers through experimentation [2].

Remote sensing satellites are equipped with various sensors.
Among these, multispectral sensors are detectors that possess
multiple spectral bands, each capable of detecting radiation in
different regions of the electromagnetic spectrum. In contrast,
panchromatic sensors detect all radiation within the visible
region, composed of red, green, and blue wavelengths,
represented as a single band. Therefore, panchromatic sensors
are single-band detectors and do not contain any colour
information. Due to this, the spectral resolution of
panchromatic sensors is lower when compared to multispectral
sensors. However, a different scenario emerges when
considering spatial resolution. The spatial resolution of
multispectral sensors in satellite systems developed for remote
sensing applications is generally lower than that of
panchromatic sensors. The spatial resolution difference
between multispectral and panchromatic bands varies across
satellites.

Pan-sharpening is one of the image fusion techniques used in
remote sensing, enabling the enhancement of a multispectral
image by incorporating features from the panchromatic image.
Through pan-sharpening methods, high spatial resolution
details from the panchromatic band are transferred to the
multispectral image, which has high spectral resolution, thereby
creating a new image. This resulting image possesses both high
spectral and spatial resolution.

From past to present, various satellite images, including
those from Rasat [3], Goktirk-2 [4], Worldview-2 [5],
Quickbird-2 [6], and Landsat-8 [7] have been used to perform
pan-sharpening methods, and the results have been evaluated.
In this study, pan-sharpening methods are examined using
Landsat-9 satellite imagery.

II. MATERIAL AND METHODS

A. Landsat-9

Launched into space in 2021, the Landsat-9 satellite has a
high imaging capacity similar to Landsat-8, along with
improvements in geometric and radiometric quality compared
to previous satellites [8]. Landsat-9 is equipped with the OLI-2
(Operational Land Imager 2) and TIRS-2 (Thermal Infrared
Sensor 2) sensors. The OLI-2 sensor enables the detection of
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the visible, near-infrared (NIR), and shortwave-infrared
(SWIR) regions, while the TIRS-2 sensor detects the thermal
infrared region [9]. Table 1 presents detailed information on the
Landsat-9 satellite [10].

Table 1: Landsat-9 bands and information [10]

Spatial

No. Bands Wavelengths (nm) Resolution
(m)
1 Coastal/Aerosol 433 —453 30
2 Blue 450 - 515 30
3 Green 525 -600 30
4 Red 630 — 680 30
5 NIR 845 — 885 30
6 SWIR-1 1560 - 1660 30
7 SWIR -2 2100 — 2300 30
8 Panchromatic 500 — 680 15
9 Cirrus 1360 — 1390 30
10 Thermal 10300 - 11300 100
11 Thermal 11500 — 12500 100

In this study, the selected Landsat-9 image was used after
being cropped (Figure 1). The multispectral image used for pan-
sharpening was created by combining the red, green, and blue
bands, while the panchromatic image was obtained using the
panchromatic band.

Figure 1: a) Multispectral (red, green, blue) and b) panchromatic
images

B. Pan-sharpening

Pan-sharpening is the process of producing a high-resolution
multispectral image by integrating the spatial details from the
high-resolution panchromatic image with the spectral
information from the low-resolution multispectral image [11]
(Figure 2). IHS, Ehler's, HCS, HPF, wavelet, Brovey and Gram-
Schmidt algorithms are among the methods developed for pan-
sharpening. The choice of pan-sharpening method should be
based on the needs of the application. For example, since
geometric details are more important than spectral features for
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urban and regional planners, methods that preserve more
geometric details should be preferred for studies in this field, on
the other hand, methods that preserve spectral information
should generally be used in remote sensing applications [12].

Girdi pankromatik goriintii

Pan-keskinlestirilmis gériintii

Girdi ¢ok bantli gbriintii

- -

3

e IHS (Intensity Hue Saturation):
In the IHS method, the multispectral image is first
transformed from RGB (Red Green Blue) colour space to IHS

Figure 2: Pan-sharpening [1]

colour space. Then the intensity component and the
panchromatic band are replaced [4] to improve the spatial
resolution of the image. After these operations, a reverse IHS
transformation is performed, this time from IHS colour space to
RGB colour space [3].

e Ehler’s:

In Ehler’s method, a transformation from the RGB colour
space to the IHS colour space is performed, similar to the IHS
method. Then, FFT (Fast Fourier Transform) is applied to both
the intensity component and the panchromatic band. [13]. A
low-pass filter is applied to the intensity component with the
FFT transform, while a high-pass filter is applied to the
panchromatic band. The resulting images are then subjected to
an inverse FFT to obtain an improved intensity component
image [3]. The inverse IHS transformation is performed using
the intensity component along with the H and S components
[13].

e HCS (Hyperspherical Colour Sphere):

In the HCS method, the transformation of the multispectral
image from the RGB colour space to the hyperspherical colour
space is performed [4]. The intensity component in the
hyperspherical colour space is replaced with its counterpart
from the panchromatic band [S5]. Then, the inverse
transformation is performed [4].

o HPF (High-Pass Filter):

In the HPF method, the ratio between the spatial resolutions
of the multispectral and panchromatic images is calculated to
determine a high-frequency filter [4]. Applying this filter to the
high spatial resolution panchromatic band yields high-
frequency components [3]. The obtained components are then
added to each of the low spatial resolution multispectral bands

[4].
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e  Wavelet:

In the wavelet method, wavelet transformation is applied
separately to the multispectral and panchromatic images [12].
This process transforms the images into the wavelet domain,
yielding detail coefficients and the approximation image [14].
Then, the detail coefficients of the multispectral image are
replaced with those of the panchromatic image, while aiming to
preserve the approximation coefficients of the multispectral
image [12]. Finally, the inverse wavelet transformation is
applied [14].

e Brovey:
In the Brovey method, each of the bands in the multispectral
image is multiplied by the panchromatic band. The result is
divided by the sum of all bands [12].

e  Gram-Schmidt:

In the Gram-Schmidt method, a kind of panchromatic image
is obtained by calculating the weighted average of the bands in
the multispectral image. Then, the main panchromatic image is
selected as the first band and all bands are vertically equalized
using the Gram-Schmidt orthogonalization algorithm [12].

C. Metrics

Different evaluation metrics are used in the statistical
assessment of pan-sharpening results. In this study, RMSE,
SAM, RASE, CC and ERGAS metrics were used.

e RMSE (Root Mean Square Error):

It shows how different two images are from each other. The
expressions u(m,n) and v(m,n) correspond to two different
images of size MxN, and the RMSE calculation is done as
follows [15]:

M N
1
Y Jumm) — v 2 1)

m=1n=1

RMSE =

e SAM (Spectral Angle Mapper):

It calculates the change in colours in terms of angle [16].
Using this metric, the spectral similarity between two spectral
vectors is calculated angularly [17]. his angle can be expressed
in degrees or radians. Let u and v be two spectral vectors, and
the SAM (Spectral Angle Mapper) metric is calculated as
follows [15]:

<u,v>
SAM = arccos <7>, 2

||u||2' ||U.17||2

E-ISBN: 978-625-95385-8-7

e CC (Correlation Coefficient):

The expressions X and Y correspond to the original
multispectral image and the pan-sharpened image, respectively,
and the CC metric is calculated as follows [17]:

M N = R
cC(x,y) = i=1 21=1 (xl,] X )(yl’] v ’ -

J ﬁlzﬂ”:l (xi,j —x')? ﬁ12?’:1 (Yi,j —y')?

¢ ERGAS
The ERGAS metric, calculated using RMSE, provides
information about the distortion in the pan-sharpened image
[15]. The h/r represents the geometric resolution ratio between
the multispectral and panchromatic images, N denotes the
number of bands, and p(n) corresponds to the mean of the
bands. The ERGAS metric is calculated as follows [17]:

N
1< RMSE

h
ERGAS = 100 7

III. RESULTS

In this study, pan-sharpening was performed with THS,
Ehler's, HCS, HPF, wavelet, Brovey and Gram-Schmidt
algorithms using Landsat-9 satellite imagery and the outcome
products were visually and statistically evaluated.

A. Visual Assessment

Pan-sharpened results can be visually analysed in two
different ways: in terms of preserving spectral values and in
terms of preserving the sharpness of objects.

With regard to the spectral aspect, the Gram-Schmidt method
gave the best results in terms of preserving spectral values
(Figure 3g). After this method, IHS and Brovey methods gave
better results than the other methods (Figure 3a and Figure 3f).
HPF and wavelet methods, on the other hand, produced
spectrally worse results. These results are dominated by pale
colour tones (Figure 3d and Figure 3¢). The Ehler’s method
produced more vivid colours (Figure 3b), while the HCS
method produced darker tones (Figure 3c¢).

With regard to the sharpness of the objects, the Ehler’s
method produced more sharp results than the other methods
(Figure 3b). Following this method, the IHS and Brovey
methods produced better results in terms of the details
compared to the other methods (Figure 3a and Figure 3f). The
Wavelet method produces the fuzziest results (Figure 3e).
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Figure 3: Pan-sharpening results for a) IHS, b) Ehler’s, c) HCS, d) HPF, e) Wavelet, f) Brovey and g) Gram-Schmidt methods

E-ISBN: 978-625-95385-8-7 November 21-23, 2024, Konya, TURKEY



93

International Conference on Engineering Technologies (ICENTE' 24)

A. Statistical Assessment

The statistical results obtained for the pan-sharpened images
are shown in Table 2. In the table, the worst values are shown
in bold, and the best values are underlined.

Table 2: Metric results of the pan sharpening methods

Method/Metric RMSE SAM CC ERGAS
IHS 2182.6572  1.9533  0.7494 0.0689
Ehler's 5316.3345  5.4744  0.8335 0.1677
HCS 32959512 2.3993  0.7222 0.1040
HPF 1605.0268  1.7601  0.8878 0.0506
Wavelet 2019.0206  3,1300 0.8134 0.0637
Brovey 8417.6812  1.9532  0.7489 0.2655
Gram-Schmidt 1574.3029  2.1395  0.8759 0.0497

Table 2 shows that Gram-Schmidt and HPF methods give the
best results. RMSE, ERGAS and CC values of these methods
are close to each other. Then IHS and wavelet methods give
better results than the other methods. The worst results are
obtained with the Brovey method. Table 2 shows that the
RMSE and ERGAS values of the Brovey method produced very
large results compared to all other methods.
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Abstract - From the past to the present, various advances
in technology have led to improvements in satellite sensor
systems as well. These developments have enabled satellite
imagery to be generally high resolution in terms of spatial,
spectral, radiometric and temporal resolution. High
resolution satellite imagery has a larger size compared to
low resolution satellite imagery. In case of applications that
require the use of multiple satellite imagery, the data
amount becomes even larger. This causes problems in data
downloading, storage, utilization and processing. Google
Earth Engine (GEE), which was developed to overcome
such problems, is a platform that provides simplicity to
researchers by providing storage and processing of a large
number of big data sets without the need for any
downloading process. In recent years, this platform has
been preferred by researchers in various remote sensing
studies. Within the scope of this study, Sapanca Lake
wetland change was investigated using the GEE platform.
For this purpose, the annual amount of Sapanca Lake
wetland area was determined by using Landsat-8 satellite
images between 2014-2024 and by calculation of the
Normalized Difference Water Index (NDWI).

Keywords - Google Earth Engine, Remote Sensing.

I. INTRODUCTION

EMOTE sensing is a science that aims to produce images

without any physical contact with the earth and extract
information about the earth through the images produced. The
concept of sensing mentioned here is related to the type of
sensor used in remote sensing. Remote sensing sensors are
divided into two groups. These are active and passive sensors
that perform active and passive sensing. Active sensors are
satellites that have their own sources to provide sensing.
Passive sensors, on the other hand, are satellites that do not have
any sources of their own and therefore they perform sensing
using the radiation from the Sun. It is possible to obtain satellite
imagery for free. These free satellite images are available
through USGS (https://earthexplorer.usgs.gov/ , accessed on 09
October 2024), Copernicus
(https://browser.dataspace.copernicus.eu/ , accessed on 09
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October 2024), etc. Resolution of the images obtained from
satellites in such various ways depends on the types of sensors
that the receivers have. There are four different resolutions in
remote sensing. These are spatial resolution, spectral resolution,
radiometric resolution and temporal resolution. Spatial
resolution is a concept related to pixel size. It is the amount of
area that a pixel in an image represents on the ground. This area,
referred to as the ground resolution element, is determined by
the receiver's platform altitude and the observation angle,
expressed as the instantaneous field of view (IFOV). Spectral
resolution is the sensitivity of satellite sensors in the ability to
identify regions of the electromagnetic spectrum. It is a concept
related to the number of bands and the width of the wavelength.
Radiometric resolution is the sensitivity of satellite sensors to
differences measured in radiation intensity. It is related to the
number of bits. Temporal resolution is the frequency of satellite
imagery acquisitions for a specific region of the Earth's surface.

Developments in satellite technologies affect the resolution
of images obtained by satellites. Improvements in satellite
technologies usually results with the acquisition of high-
resolution imagery. Since high-resolution data sets have large
sizes, storage and processing of these data causes problems.
However, nowadays, with the advancement of cloud
technologies, these processes have started to be performed
online, and the unnecessary use of storage has been prevented.
With the help of the online platforms, the need to download
satellite images used for remote sensing applications on
personal computers has been eliminated [1]. Google Earth
Engine (GEE), one of the online platforms, enables to process
any number of large data sets through the cloud, without any
downloading process and regardless of the characteristics of the
computer used [2]. GEE provides opportunities for applications
in various fields such as producing land use maps [2], detecting
burned areas and forest fire severity [3, 4], monitoring the
regeneration process of areas destroyed by fires [5, 6],
analysing forest pests [7], observing agricultural drought [8],
crop mapping [9], determining water surfaces [10], creating
wetland inventories [11], and determining ground surface
temperature [12, 13]. In addition, it is possible to calculate
various spectral indices such as NDWI (Normalized Difference
Water Index), NDVI (Normalized Difference Vegetation
Index), SAVI (Soil-Adjusted Vegetation Index) and NDBI
(Normalized Difference Built-up Index) [2, 3, 7]; and to
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perform classification methods such as Support Vector
Machine and Random Forest Classification Algorithm [2, 7].

II. MATERIAL AND METHODS

Study area

Sapanca Lake is a freshwater lake formed by tectonic
formations in Sakarya and Kocaeli provinces in the eastern part
of the Marmara Region in Tirkiye. It is located at the
coordinates 40° 43' N, 30° 15' E (Figure 1). While it has been
used as drinkable water, it is also preferred in industrial and
agricultural areas [7].

a i &l 120

HTIOOE IS 0E HTIOE

407 450M B 407 4507H

40°470°M 40740

Legend

City Borders

— Tirkiya Border

a 4 ! 18
I N o m eters

Kok Sakarya Border
:I Sakarya and Kool Citas
Rl et frea

Figure 1: Study area

E-ISBN: 978-625-95385-8-7

Google Earth Engine

GEE is a web-based remote sensing interface that is user-
friendly and easily accessible [14]. It provides storage of
images obtained from various receivers (Landsat, Sentinel,
etc.). It also contains a large repository of publicly available
data, including layers of land cover, weather and climate data,
digital elevation models and GIS-based vector data [14, 15]. For
such purposes, GEE enables the online processing of preferred
data with a set of commands [1]. These commands can be
implemented by using the ready-to-use codes available on the
GEE as well as by writing new codes by the researchers [7].
Satellite images can be easily and quickly visualized and
analysed by users with the help of GEE. In addition to these, it
is also possible to perform image pre-processing steps that are
required before image analysis through GEE. GEE enables
researchers to organize their own data in the cloud and perform
analysis without the need for computers that require large
computing power [14]. GEE uses the JavaScript programming
language and it can also work with Python and other languages
[16]. To access the GEE platform, users need to register and log
in via the Earth Engine Homepage
(https://earthengine.google.com/ , accessed on 09 October
2024). Afterwards, users can perform the desired operations
using the code editor (https://code.earthengine.google.com/,
accessed on 09 October 2024) (Figure 2).

Google EarthEngine Qe pusces o san L

= T W= — T i) e

Figure 2: GEE interface.

Dataset

In this study, Landsat-8 satellite data on Level 2, Collection
2, Tier 1 was used. This collection includes atmospherically
corrected surface reflectance and surface temperature values.
These values are obtained by the OLI and TIRS sensors on the
Landsat-8 satellite platform [17]. Table 1 shows the bands and
wavelength ranges of Landsat 8 satellite [18].
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Table 1: Landsat-8 bands and wavelengths

Bands Wavelengths
(m)

Band 1 : Coastal/Aerosol 0.435-0.0451

Band 2: Blue 0.452 -0.512

Band 3: Green 0.533-0.590

Band 4 : Red 0.636 —0.673

Band 5: NIR (Near infrared) 0.851-0.879

Band 6 : SWIR-I (Short-wave 1,566 - 1.651
infrared-1)

Band 7: SWIR -2 (Short-wave 2107 —2.294
infrared-2)

Band 8: Pan 0.503 - 0.676

Band 9: Cirrus 1.363 —1.384

Band 10: TIR-1 (Thermal infrared-1) 10.60 - 11.19

Band 11: TIR-2 (Thermal infrared-2) 11.50 - 12.51

The Landsat-8 collection used in this study is defined as
“ee.ImageCollection("LANDSAT/LCO08/C02/T1_L2") in the
GEE platform [17].

NDWI

NDWI is an index for analysing the change of wetlands.
Water bodies have the characteristic of absorbing radiation in
the visible and infrared regions of the electromagnetic
spectrum. Therefore, green and NIR bands are used for NDWI
calculation. NDWI calculation for Landsat-8 satellite is given
in (1).

NDWI = Band 3 — Band 5 1
" Band 3 + Band 5 )

Although NDWTI is an effective method for detecting water
bodies, it is often affected by clouds and cloud shadows on the
water surface [19]. Especially cloudy conditions between June
and September make it difficult to extract wetland information
[20].

Workflow

The workflow carried out within the scope of the study is
shown in Figure 3.
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Figure 3: Workflow

In this study, first of all, a rectangular area surrounding
Sapanca Lake was defined on the GEE platform. For this
purpose, the drawing tool on the platform was used. The drawn
area is visualized on the platform (Figure 4).
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Figure 4: Definition of study area on GEE

After the study area was determined, the time period for the
implementation was defined. In this study, the initial and final
time periods were set as January 1, 2014 and October 31, 2024,
respectively. Then, the satellite data to be used in this study was
defined and the cloudiness was set to be lower than 10%. Then,
NDWI calculation was performed using Landsat-8 images that
satisfies the specified criteria. NDWI Threshold data was
obtained by applying the thresholding method to the NDWI
data. NDWI Threshold data consists of only black and white
regions. Area calculation was performed in km?using the pixels
within the white region corresponding to the wetland.

III. RESULTS

In this study, NDWI and NDWI Threshold results were
obtained to analyse the areal change in Sapanca Lake between
2014 and 2024. In order to visually display the results, a single
NDWI map was created by taking the median of the NDWI
values. NDWI Threshold map was obtained by applying
thresholding method to this map. With the addition of scale,
legend and grid information to the NDWI and NDWI Threshold
results and a white layer in the background, NDWI and NDWI
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Threshold maps were obtained on the GEE platform (Figure 5  GEE platform. For this purpose, the area was calculated in km?
and Figure 6). through NDWI and NDWI Threshold data obtained within the

In this study, the areal change in Sapanca Lake between 2014 specified time interval and then the annual water area graph was
and 2024 was analysed through graphical representation on the  obtained (Figure 5).
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Figure 5: NDWI of Sapanca Lake
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Figure 6: NDWI Treshold of Sapanca Lake
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Figure 7: Wetland change in Sapanca Lake
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Figure 5 shows that there are some fluctuations in the area of
Sapanca Lake between 2014 and 2024. Regarding the 10-year
change, it is noticeable that the Lake area in 2014 was lower
than in other years. The drought season experienced in our
country in 2013-2014 [21] was effective in the low Lake Area
boundaries. On the other hand, other factors such as the use of
streams feeding the Lake by water bottling factories and the
placement of fish farms on stream paths are also effective in the
changes in the Lake area over the years [22]. The Lake area was
41.68 km? in 2014 and then it increased to 43.93 km?, 44.02 km?
and 44.07 km? in the years 2015, 2016 and 2017, respectively.
In 2018, the Lake area decreased to 43.65 km? and reached
43.67 km? by having small changes until 2024. Looking at the
10-year values, it is noted that the average area of Sapanca Lake
is 43.82 km?.
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Abstract — Nuclear power plants are equipped with
comprehensive safety measures to mitigate the potential risks
associated with accidents during operation. Action plans are
developed to address potential accidents and their aftermath,
including the determination of optimal evacuation routes for the
local population. To prepare for actions to be taken during and
after an accident, simulations and calculations are performed
annually using data from meteorological conditions,
transportation infrastructure, seismic activity, and natural
events in the region prior to the construction of the nuclear
power plant. Based on the data obtained from these simulations
and calculations, a roadmap is established for responding to an
accident. This study analyzes the direction of a radioactive cloud
that may form in the event of an accident at the Sinop Nuclear
Power Plant, which is planned to be commissioned in Sinop
province. The dispersion of radionuclides released after the
accident is analyzed using the HotSpot simulation program,
with data obtained from the nearest weather station to the plant.
The results indicate the direction of the radioactive cloud and
the radiation dose that the exposed area will receive when
meteorological data and nuclear power plant data are entered
into the program.

Keywords — Sinop Nuclear Power Plant, Nuclear Accident,
Atmospheric Dispersion Model, Gaussian Plume Model,
HotSpot

I. INTRODUCTION

THE non-zero risk of accidents in nuclear power plants
always creates a concern and prevents the acceptance of
these nuclear power plants by the public. Nuclear choices do
not release any radioactive material in normal operating life.
On the other hand, pushing the limits of the power plant
design and causing a nuclear disaster in the power plant to
release a large portion of the radionuclides that emerge into
the atmosphere. The radionuclides carried by the radioactive
cloud spread after the accident threaten both the power plant
personnel and general conversations and malicious software.
The life-threatening risk of nuclear radiation requires these to
be done about a serious accident in the power plant.
Therefore, the analysis of such data collection results and the
addition of an emergency response plan for radiological
emergencies based on the findings are extremely important
before the commercialization of any nuclear system. [1]

In the Sinop Nuclear Power Plant project, which was
developed under the international agreement signed between
the Republic of Turkey and Japan on May 3, 2013, the
founding status of EUAS International ICC, one of the
project's founders, was terminated on January 16, 2023. For
the Nuclear Power Plant project to be established in the Sinop

E-ISBN: 978-625-95385-8-7

region, the founding status and site approval were granted to
the Turkish Nuclear Energy Corporation (TUNAS) on
January 27, 2023, for the purpose of constructing a nuclear
power plant at the Inceburun site in Abali Village, located
along Turkey's Black Sea coast within the borders of Sinop
Province. [2, 3]

The nuclear power plant is being constructed
approximately 22 km away from the center of Sinop. It has 4
ATMEA 1 reactors with a total power of 4560 MW. This is a
modern design Gen III+ reactor that is fully capable of
meeting all international safety requirements. ATMEA 1 is a
reactor type resulting from the combination of Framatome's
EPR and APWR technology. The most specific feature of
ATMEA 1 is that it has 3 steam generators and 1 hot leg and
1 cold leg per steam generator. [3]

The atmospheric transport and distribution of radioactive
clouds resulting from nuclear power plant accidents are
shaped by the prevailing wind direction and other
meteorological factors, which determine the range of the
resulting radioactive cloud. The HotSpot atmospheric
dispersion model can be used to analyze radioactivity levels,
air concentration, ground contamination, and the radiation
dose to the population in both real and hypothetical nuclear
accident scenarios. When the radioactive cloud released from
a nuclear explosion reaches equilibrium, radiological impact
assessments are conducted using Gaussian models or
Lagrangian particle tracking equations. [4]

This study is taking place at the Sinop NPP site.
Radioactive distribution analysis for the Large Fracture
Coolant Accident (LBLOCA) was performed by NARAC
using the Hotspot health physics code. Cs and I activity
values used in atmospheric distribution analyzes using
HotSpot 3.1.2. The total possibilities of Cs and I distributed
in the Fukushima Nuclear Power Plant Accident are available
from the accident site of the earthquake and tsunami data in
Japan in March 2011.

II. CHARACTERISTICS OF THE SINOP NGS REGION

The Sinop NGS project, which is planned to be Turkey's
second nuclear power plant, is set to be located in the
Inceburun area, the northernmost point of Turkey. The site
of the nuclear power plant is situated 22 km away from the
city center.

November 21-23, 2024, Konya, TURKEY


mailto:egulsevincler@sinop.edu.tr2

International Conference on Engineering Technologies (ICENTE' 24)

100

A. Geographic characteristics of the Sinop region

Sinop is located on the Boztepe Cape and Peninsula, which
extends most prominently northward along the Black Sea
coastline. The province's largest mountains are the Kure
Mountains, which run parallel to the Black Sea. These
mountains are characterized by a relatively gentle
topography. Approximately 74.3% of the province is covered
by mountains. As the Isfendiyar (Kure) Mountains approach
the city center of Sinop from the west, their elevation
decreases [5].
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Figure 1: Sinop Physical Map [13]
B. Agriculture and livestock in the Sinop region

In the Sinop province, 174,117 hectares of land are suitable
for agriculture, with 76,635 hectares currently under
cultivation [6]. The total agricultural area comprises various
product groups, including vegetables, fruits, cultivated fields,
fallow land, meadows, and unused agricultural land. These
data indicate that approximately 30% of the province is
designated as agricultural land. [7]

= Agricultural Suitable Area (%30)
Forest and Shrubland (%63.4)

= Area Unsuitable for Settlement and Agriculture
(%6.6)

Figure 2: Land Resources of Sinop
Sinop, receiving precipitation throughout the year,

boasts a rich diversity of forests and vegetation. The forest
cover primarily consists of species such as Yellow Pine,
Black Pine, Red Pine, Maritime Pine, Fir, Beech, Oak, Ash,
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Chestnut, Poplar, and Hornbeam. The region encompasses a
total of 369,466 hectares of forested land.

C. Meteorological data of the Sinop region

Sinop has a climate characterized by a mixture of Eastern
and Western Black Sea climates. The northern parts of the
province are heavily influenced by the Black Sea climate.
However, in the southern regions, the mountains reduce the
influence of the Black Sea climate and give way to the
influence of the steppe climate. The province experiences
relatively small temperature changes between seasons. In
general, Sinop has a semiarid, humid climate with cool
winters and mild summers. The region is less humid than the
Eastern and Western Black Sea regions and receives
precipitation throughout the year, except for a certain period
in the summer months. Constant winds blow throughout the
province throughout the year. [5, 8]

111 MODELS, DATA, METHODOLOGY

A. HotSpot codes

This study utilizes the HotSpot analytical model,
developed by the National Atmospheric Release Advisory
Center (NARAC), to conduct a safety analysis for facilities
handling radioactive materials. HotSpot is employed to
simulate the spread of radioactivity and estimate the potential
radiation dose to the public following a nuclear detonation.
[4] The HotSpot distribution models are tailored for near-
surface releases, short-range dispersions (less than 10 km),
open terrain, ands brief release events, with straightforward
meteorological conditions. The model connects radiation
effects to the atmospheric release of radioactive substances
through an extension of Gaussian-based mathematical
modeling. [9]

B.  Gaussian dispersion model

) = sl |- () e |- G5 ]+
exp [_ (2 ]}exp [-Z]pFeoy 14

202(x)

These terms define several parameters used to model the
distribution and concentration of pollutants in the
atmosphere. C represents the time-integrated atmospheric
concentration (Ci-seconds/m?®). x is the downwind distance
(meters), and y is the crosswind distance (meters). z indicates
the vertical distance (meters), while H refers to the effective
release height (meters). Q is the source term (Ci). oy and oz
are the standard deviations of the integrated concentration
distribution in the crosswind (meters) and vertical (meters)
directions, respectively.

u is the mean wind speed in the x direction (m/s). A denotes
the radioactive decay constant (s'). Lastly, DF(x) is the
depletion factor or dry deposition correction factor. [4, 9].
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Figure 3: General Directorate of Meteorology Sinop Climate Diagram [12]

Source term refers to the amount of hazardous materials
released into the environment following a nuclear power
plant accident. The initial and resultant events of such
accidents are significant, making risk assessment critically
important. The source term also plays a crucial role in
determining how hazardous materials released from accidents
disperse due to various natural factors, as well as in assessing
the potential impacts on the workers in the vicinity of the
accident and the general population [10].

C. HotSpot Modeling

In the HotSpot program, the General Plume method was
selected as the dispersion model applied in the accident
scenario of Sinop NPP. Other data entered into the program
are given in Table 1. I-131 and Cs-137 radioisotopes, which
have the highest fission-oriented aerosol properties emitted
from nuclear power plants, were selected.

Table 1: Input parameters

HotSpot codes input parameters

Dispersion model Gaussian
Release Plume
Radionuclide I-131 Cs-137
Source-term Gama radiation
Effective release height (m) Ground release
Stability Class D (neutral)
Exposure (DCF) FGR 11

D. Meteorological input data

Average wind direction and average wind speed data were
obtained from Sinop NGS and Sinop Meteorological Station
located close to the center of Sinop for use in the Hotspot
program in light of 57 years of meteorological data. The wind
roses of the regional station (Figure 4) were obtained using
the Sinop Meteorological Station Average Wind Speed Data
According to Directions and Sinop Meteorological Station
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Total Wind Blowing Numbers According to Directions Data
given in Table 2.

V. RESULTS AND DISCUSSION

The wind rose values drawn with the data obtained from
the Sinop meteorology field, which is the closest to the Sinop
NGS location, are defined in HotSpot. The wind direction is
defined as 315 (NW), and the wind speed is defined as 2.45
m/s. The definitions of the nuclear power plant workers, the
public and the background values have been made to the
HotSpot program. The annual value for the nuclear power
plant workers is defined as 0.05 Sv, the annual value for the
public is defined as 0.02 Sv and the annual background value
is defined as 2.4E-0.3 Sv.

Figure 5 illustrates the cloud centerline as a function of the
downwind distance. The deposition rate of the radioactive
cloud is calculated using the default value of 0.3 cm/s for non-
noble gases. By examining the specifics of the effective
release rates, Figure 5 presents various scenarios with
effective release heights of 10 m, 20 m, 30 m, and 40 m,
respectively. The results show that the effective release height
affects the separation between the Total Effective Dose
Equivalent (TEDE) and the ground-level concentration.

The default location of Sinop NPP was obtained in the EIA
report(fig 6.). When the location information Hotspot range
is entered, the simulation results in Table 3 provide clear data
for the values of inhalation, ground radiation and organ effect
dose for each device.
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Table 2: Sinop meteorological station annual wind data [3]

Yearly

Directions

Sinop Meteorological Station Average Wind Sinop Meteorological Station Total Wind

Speed Data According to Directions (m/s)(1960- Blowing Numbers According to Directions Data

2017) (1960 - 2017)
N 2,8 29982
NNE 2,5 24564
NE 2,0 8971
ENE 2,1 13601
E 2,1 11541
ESE 2,6 40964
SE 2,6 45254
SSE 2,4 70850
S 2,0 21838
SSW 1,8 15852
SW 1,6 6675
WSW 1,7 13885
w 2,1 14423
WNW 35 68553
NW 3,9 53249
NNW 3,5 48019
N N
(1) NNW 4 NNE (2) NNW 80000 NNE
35 70000
NW 3 NE NW 60000 NE
2,5 50000
2 40000
WNW 1,5 ENE WNW 30000 ENE
1 20000
0,5 10000
w 0 E w 0 E
WSW ESE WSwW ESE
SW SE SW SE
SSW SSE SSW SSE
S S

Figure 4: Sinop Meteorological Station Annual Average Wind Speed (1) and Annual Wind Diagram According to Blow Numbers (2)
According to Directions (1960 - 2017)

15404
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Figure 5: Plume centerline TEDE (Sv) as a function of downwind distance (In picture order 1;10 m,2;20
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m,3;30 m,4;40 m)
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Table 3: TEDE (Sv) values for accident scenarios at different
distances from the source

Distance Tede Respirable Ground  Ground  Arnval

km (Sv) Time- Surface Shine Dose Time
Integrated  Deposition  Rate  (hour:min)
Air (kBg/m2)  (Sv/hr)
Concentration

(Bg-Sec)/m?
0,030 6,8E+01 2,5E+13 5,8E+09  9,1E+00  <00:01
0,100 2,4E+05 1,2E+15 83E+14  1,3E+06  <00:01
0,200 1,6E+05 2,2E+16 5,9E+14  9,2E+05  00:01
0,300 8,4E+04 5,3E+16 3,1E+14  4,9E+05  00:02
0,400 4,6E+04 3,4E+16 1,7E+14  2,7E+05  00:02
0,500 2,9E+04 2,4E+16 1,IE+14  1,7E+05  00:03
0,600 1,9E+04 1,8E+16 72E+13  1,1E+05  00:04
0,700 1,4E+04 1,4E+16 5,1E+13  8,0E+04  00:04
0,800 1,0E+04 1,1E+16 3,8E+13  6,0E+04  00:05
0,900 8,0E+03 9,1E+15 3,0E+13  4,6E+04  00:06
1,000 6,4E+03 7,7E+15 24E+13  3,77E+04  00:06
2,000 1,3E+03 2,5E+15 4,7E+12  7,3E+03  00:13
4,000 2,4E+02 8,9E+14 84E+11  1,3E+03  00:27
6,000 8,4E+01 5,0E+14 2,8E+11  44E+02  00:40
8,000 4,1E+01 33E+14 1,3E+11  2,0E+02  00:54
10,000  2,4E+01 2,5E+14 73E+10  1,1E+02  01:08
20,000  3,7E+00 9,9E+13 6,4E+09  1,0E+01 02:16
40,000  9,6E-01 4,1E+13 4,6E+08  7,1E-01  04:32
60,000 5,3E-01 2,5E+13 1,2E+08  1,8E-01  06:48
80,000  3,7E-01 1,7E+13 6,1E+07  9,6E-02  09:04

Figure 6: Google Earth view of the nominated site.

In the Sinop NPP scenario, the direction and area of the
radioactive cloud released as a result of the nuclear power
plant accident were obtained with the simulation results
obtained from the Hotspot program. In this area, the dose
to which the plant workers and people living in the vicinity
of the plant will be exposed, indicated in red, is indicated.

In the area indicated in green, the dose rate to which the
residents and public officials in the area where the plant
will be built and its surroundings will be exposed is
indicated. Finally, in the wide area indicated in blue, the
background dose amount is indicated.
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Figure 7: Contour graph resulting from Sinop NPP accident
scenario results

V. CONCLUSIONS

The hypothetical accident scenario modeling performed
at the D class stability level for the Sinop NPP site was
evaluated. The results were run by changing the effective
release height at the D class stability level and the
simulation assumptions. These assumptions reveal that the
increase in the effective release height causes a decrease in
TEDE and ground accumulation. The TEDE values
obtained from the HotSpot were estimated for different
groups of people (NPP workers, public officials, Sinop
residents and tourists) around the source point released
after the nuclear accident. In the simulation application, it
was observed that the radiation levels to which groups of
people would be exposed at distances of 0.1 km, 1 km and
80 km around the NPP were 2.4E+05 Sv, 6.4E+03 Sv and
3.7E-01, respectively.

The Contour graphic obtained for the Sinop Power
Plant, when opened on Google Earth based on the current
planned location, shows the assumed direction of the
radioactive cloud released in the accident scenario and the
cities located in this area.(Fig 8.) When examined in detail,
the city center where the power plant will be built and
Samsun, which has a population of 1,377,546 according to
TUIK data and is the 16th most populous city in Turkey,
are located in this area. In the event of a nuclear leak or
major accident, the radioactive cloud that would be
released would greatly affect populated areas, agricultural
areas, the Black Sea coastline and livestock areas. [11]

As a result, the most appropriate means of
communication must be available to warn and inform the
public about the areas where the nuclear power plant will
be built. The most appropriate means of transport and
evacuation routes must be determined to evacuate the
people in danger. The necessary shelters and houses must
be built to accommodate the people who will be evacuated
from the accident area or an emergency action plan must
be developed. Annual censuses can be conducted in risky
areas to accurately track the number of residents and the
distribution of critical groups, so that the number of
vehicles or other measures required can be properly
estimated.
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Abstract - Malware are software designed to harm computer
systems, steal data, or manipulate users. These malicious
programs can be of various types, including viruses, worms,
trojans, spyware, and ransomware. They spread through methods
such as email attachments, websites, and social engineering tactics.
Malware can be controlled remotely through Command and
Control (C&C) servers, Remote Access Tools (RATSs), and botnets.
C&C servers act as central management points for malware,
allowing attackers to direct their actions. RATs enable attackers
to gain remote access to target systems, while botnets are used for
large-scale attacks.

Malware can be detected using signature-based detection,
behavioral analysis, and heuristic analysis. Signature-based
detection uses known malware signatures, while behavioral
analysis monitors the malware’s actions within the system.
Heuristic analysis predicts potential threats. To protect against
malware, antivirus and antimalware software, firewalls, and
regular updates are essential. User awareness and taking security
measures play a critical role in mitigating the impact of malware.

Real-world examples demonstrate the dangers of malware. For
instance, the WannaCry ransomware affected thousands of
systems worldwide, causing significant financial losses. Similarly,
in Lebanon, pagers were used to detonate explosives, showcasing
another method of remote control and the potential for significant
harm. Such attacks highlight the importance of detecting and
preventing malware.

Keywords — Malware, Remote Control, Detection, Command
and Control (C&C), Security.

1. INTRODUCTION

ALWARE has become one of the largest threats

computer systems face in the modern digital world. The
increasing use of the internet and network connections has
enabled malware to spread rapidly and grow more complex.
Malware types are typically designed to steal data from users'
computers, damage systems, or take control of them for
malicious purposes [1][2]. In recent years, the remote control of
malware has laid the groundwork for larger and more organized
cyber-attacks [3]. This paper will provide a comprehensive
analysis of malware types, remote control mechanisms,
detection techniques, and security measures. Furthermore, it
will address methods for protection against cyber threats and
explore global examples of these threats.

E-ISBN: 978-625-95385-8-7

II. TYPES OF MALWARE AND METHODS OF
SPREAD

The diversity of malware and its transmission methods have
made it a serious global threat. Common types of malware
include:

1. Viruses: Software that infects files, replicates, and
spreads to other systems [2].

2. Worms: Malware that spreads over networks by
targeting security vulnerabilities [3].

3. Trojans: Software that deceives users to infiltrate
systems and operates covertly to cause harm [4].

4. Ransomware: Malware that encrypts user data,
blocking access and demanding a ransom. For
example, the WannaCry ransomware in 2017
impacted thousands of systems worldwide [9].

5. Spyware and Adware: Software that tracks users
without permission, subjecting them to advertisements
[5]-

These types of malware often spread via email attachments,
malicious websites, and social engineering tactics. Users may
inadvertently expose themselves to these threats by
downloading malicious files or installing fake software [6].

II1. REMOTE CONTROL MECHANISMS

Remote control is a crucial element that enables malware to
conduct large-scale, coordinated attacks. Malware can be
controlled via remote access tools (RATs) and botnets [3]. Key
mechanisms include:

e Command and Control (C&C) Servers: C&C
servers allow centralized control over malware,
enabling attackers to send commands and control
malware remotely [4].
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Figure 1: Command and Control Servers

In cybersecurity, human error is often the weakest link.
Attackers may induce panic by sending alarming emails
with malicious attachments, prompting users to act
unwittingly. When malware is downloaded and executed,
it bypasses security defenses, compromising networks and
computers [11].

C2 attacks can originate through the following channels:

e Phishing emails: Containing malicious links or
attachments.

e  Browser plugin vulnerabilities.

e Compromised software or updates: Malicious
updates posing as legitimate ones.

e Updates from trusted platforms: Malware can
even be distributed through updates on reputable
platforms like app stores.

A C2 attack proceeds through stages:

1. Infection: Attackers introduce malware into the
target system via phishing, security exploits, or
malicious ads.

2. Establishing a C2 Channel: The infected
system communicates with the C2 server once the
C2 channel is set up.

3. Receiving Commands: The malware remains

undetected, receiving commands such as
installing software, encrypting data, or extracting
information.

4. Command Propagation: The C2 server may
instruct other systems to scan for vulnerabilities,
forming a botnet that could compromise an
organization’s IT infrastructure.

C2 servers can be structured in various configurations:

e Star Topology: Bots are centralized around a
single server.

e  Multiple Server Topology: Several servers are
utilized.

e Hierarchical Topology: Multiple C2 servers
arranged in a hierarchy.

e Random Topology: Peer-to-peer (P2P)
communication enables direct interaction among
bots.

An example includes the ToxicEye malware, which
stole data and monitored users in 130 cases using platforms
like Telegram in 2017 [11].
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e Remote Access Tools (RATSs): RATs enable
attackers to access target systems remotely, allowing
full system control and modification capabilities [5].

RATS often accompany other malware, such as keyloggers.
Keyloggers collect keystrokes in the background, enabling
attackers to obtain user credentials or corporate account
information. This data can then be used for financial theft or to
gain elevated privileges on other network devices for remote
control [12].

RATs are often installed through malicious email
attachments, downloaded files, or macros in Microsoft
Word/Excel documents. These macros allow RATSs to operate
silently, facilitating remote control of the device. Attackers may
use authenticated email accounts on remotely controlled
devices to send malware to other victims, giving the impression
that the email originates from a reliable source and thus
convincing recipients to open malicious files. This process
exploits users, often without detection, to provide attackers with
a valuable channel for obtaining sensitive information [12].

e Botnets: Botnets are malware-controlled networks of
multiple devices that attackers can use for large-scale
attacks [6].

Decentralized P2P

r\

(—) ‘ L H

NN m’ e
T

—_—
Figure 2: Botnets

Botnets consist of a network of infected devices, including
computers and IoT (Internet of Things) devices, typically
spread through social engineering, security vulnerabilities, or
exploit kits. Botnet control may be achieved through a
centralized command and control (C&C) server or a
decentralized peer-to-peer (P2P) model [13].

Botnets can carry out various malicious activities on target
devices, such as collecting personal data, sending files,
scanning other devices for vulnerabilities, and executing remote
commands. While botnets traditionally use centralized servers
to manage infected devices, the P2P model has become more
prevalent in recent years due to increased security measures.
The P2P model is more resilient against single points of failure,
enabling direct communication among devices for command
execution [13].

A real-world example includes the remote bombing incident
in Lebanon using call devices, highlighting the dangers and
potentially harmful impact of remote control [10].
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Iv. MALWARE DETECTION METHODS

Detecting malware is a critical phase of security measures.
Malware detection methods include:

e Signature-Based  Detection: Identifies = known
malware based on digital signatures, recognizing
previously documented threats [7].

e Behavioral Analysis: Observes system activity to
detect malicious behaviors, useful for identifying
previously unknown threats [6].

e Heuristic Analysis: Predicts potential threats by
analyzing behavior patterns to identify abnormal
system activity [8].

The accuracy of these detection methods depends on the

algorithms employed, with each method having unique
advantages and limitations [6].

V. CONCLUSION

Malware and remote control mechanisms represent some of
the most dangerous cyber threats today. The complexity of
malware types, control methods, and detection techniques
continues to increase, underscoring the need for constantly
updated cybersecurity measures and user awareness. Real-
world examples demonstrate the extensive global damage that
malware can cause and highlight the critical importance of
addressing cybersecurity gaps [9][10].
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Abstract - Resonant power converters have become increasingly
preferred in recent years due to their low electromagnetic
interference (EMI) and low switching losses. Implementing
resonant power converters in maximum power point tracking
(MPPT) systems for photovoltaic panels is crucial for achieving
high efficiency. In this study, an MPPT system utilizing a switched-
capacitor with a Class-E resonant power converter is proposed.
The simulation study was carried out at 450 W /m?, 250 W /m?and
550 W/m? irradiation values, respectively. The average MPPT
efficiency for all three irradiance values was 99.7%.

Keywords - Class-E resonant inverter, Maximum power point
tracking, Switched-capacitor, Soft-switching

I. INTRODUCTION

he power extracted from photovoltaic (PV) panels, which

convert photons from the sun into DC energy, is directly

dependent on irradiation and temperature level of the PV
panel. Consequently, variety of weather conditions is affect the
power drawn from PV panels [1]. Therefore, it makes necessary
the use of converters or inverters that function as impedance
matching between the PV panel and the load. MPPT systems,
also known as controlled power converters or inverters, are
used today to obtain electrical energy from PV panels at peak
efficiency. Basically, power converter or inverter is positioned
between the PV panels and the load. This converter
continuously measures the PV panel current and voltage to
calculate its power. As a result of these measurements, the
power of the power converter is controlled with a
microcontroller. In this way, maximum power point tracking is
performed.

Power converters used to MPPT in PV panels can be divided
into two groups: hard-switching and soft-switching power
converters. Conventional hard-switching power converters
cause electromagnetic interference (EMI) and high switching
losses at high frequencies [2], [3]. Soft-switching power
converters are available as a solution for MPPT operation as a
replacement for hard-switching power converters. The Class-E
resonant converter/inverter, which is the one of the single-
switch soft-switching power converters, is widely used in many
applications with especially low input voltage and power [4],
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[5]. The primary reason for the preference of these
converter/inverter is their ease of design and control, as well as
their ability to achieve soft-switching at high frequencies [4],
[6]. This converter/inverter, utilized in applications like LED
drivers and induction heaters, is also employed as MPPT
system in PV panels. There are mainly two types control
techniques used in power control of Class-E resonant
converter/inverter. These power control techniques are fixed
frequency and variable frequency switching [7]-[9].

In this paper, a switched-capacitor controlled MPPT system by
using Class-E resonant inverter proposed for in PV panels. The
fundamental theoretical analysis presented. In order to validate
its  effectiveness, a simulation is performed in
MATLAB/Simulink. The simulation result was carried out
under three different PV panel irradiation levels, and the results
are presented.

II. CLASS-E RESONANT INVERTER AND MPPT

The Class-E resonant inverter circuit is depicted in Figure 1.
Here, L, represents the input coil, C; represents the parallel
capacitor of power switch, L, represents the resonant coil, C,
represents the resonant capacitor, and R represents the load.

i1 Ll Lz C
> vy {

+ +

S
J:} Vos — G

Figure 1: Class-E resonant inverter

There are two resonant frequencies in the Class-E resonant
power converter [4]. These two resonant angular frequencies
can be calculated by Eq. 1 and Eq. 2 [4], [10].

1

N (M

Wy =
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1

GG (2)
Lalz+ CZ]

Wy =

If the Vps voltage in a Class-E resonant power converter is zero
when the MOSFET turn-on, this situation is called zero voltage
switching (ZVS) and is expressed by Eq. 3 [5].

Vps(2m) =0 3)

In addition, if both Vps and its derivative are zero when
MOSFET is turn-on, this situation is called zero derivative
switching (ZDS) and is expressed in Eq. 4 [6].

dVps(wt)

Tdwt) lwt=2e =0 4

When the Class-E resonant inverter meets these two conditions,
it operates under optimal conditions [6], [11]. Switching losses
are also reduced in optimal operating conditions [12]. A
resonant capacitor for power control in a Class-E resonant
inverter can be implemented using a switched capacitor. The
switched capacitor can be regulated the power via the MPPT
algorithm. The flow chart of the perturb & observe (P&O)
algorithm is presented in Figure 2 [13].

Figure 2: The flowchart of the MPPT algorithm [13]

According to this algorithm, first Vpy and Ipy are measured.
Then Ppv is calculated of PV panel. The calculated Ppy is
compared with the previous cycle (Ppv[i-1]). If Ppy is greater
than Ppy[i-1], Vpv comparison is started. Here, if Vpy is greater
than Vpy[i-1], the switched-capacitor circuit frequency is
increased, if not, it is decreased. On the other hand, if Ppy[i-1]
is greater than Ppy, Vpy comparison is started as a previous. In
this case, if Vpy is greater than Vpy[i-1], the frequency increases
and vice versa, the switched-capacitor circuit frequency
decreases.

E-ISBN: 978-625-95385-8-7

III. SWITCHED-CAPACITOR BASED MPPT SIMULATION

The simulation study performed in MATLAB/Simulink is
presented in Figure 3.

F .

ea L Py

- -

Figure 3: Switched-capacitor controlled MPPT system simulation

i)

The circuit parameters used are given in Table 1.

Table 1: Class-E Resonant Power Converter Parameters

Parameters Value
Li 3 mH
L2 52.35 uH
Ci 4.8 nF
C2 15 nF

In the simulation study, a 0.4 uF capacitor (C,) was parallel
connected with the C,, as seen in Figure 4. The switching
frequency of the circuit depicted in Figure 4 is adjusted by the
MPPT algorithm to regulate the power of the Class-E resonant
inverter.

%]

L]
CT

:!l 1Y

Control — e

—
-4
—

Figure 4: Switched-capacitor circuit

Simulations were performed for MPPT at three different
irradiation levels as shown in Figure 5. The irradiation levels of
the PV panel were determined as 450 W /m?, 250 W /m? ve
550 W /m?, respectively.
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Figure 5: PV panel irradiation and temperature levels

The MPPT result using a Class-E resonant power converter
with switched-capacitor operating at these irradiation levels is
presented in Figure 6.

Power (W)

.0 v_\r, .03 0.03 .04
Time (s)

Figure 6: Simulation result

The simulation results show that the calculated MPPT
efficiency (nyppr) at each irradiation level is presented in Table
2.

Table 2: Efficiency result

Irradiation Levels Nuppr
40w/, 99.82%
250W/ 99.71%
ssoW/ . 99.64%

The average 1y ppr at three irradiation levels was calculated as
99.7%. In the simulation study, in addition to MPPT efficiency
of the PV panel with the Class-E resonant inverter, the
fulfillment of soft-switching conditions was also evaluated. The
Vs and Vps voltages of the MOSFET at each irradiation levels
are presented in Figure 7.
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Figure 7: PV panel irradiation and temperature levels

Although occasional hard-switching was observed during
MPPT operation with the proposed switched-capacitor circuit,
it mostly operated under soft-switching conditions.

IV. CONCLUSIONS

In this paper, a simulation study of MPPT from PV panels
using switched-capacitors in a Class-E resonant converter has
been performed. MATLAB/Simulink has been used for the
simulation study. The simulation study has been performed at
25 °C PV panel temperature and irradiance values of 450
W/m?2, 250 W/m? ve 550 W /m?, respectively. MPPT
efficiencies have been calculated at each irradiation value as
99.82%, 99.71% and 99.64%, respectively. The average MPPT
efficiency obtained as a result of the simulation study has been
calculated as 99.7%. Power control has been achieved to a high
degree under soft-switching conditions, although occasional
hard-switching occurs, by changing the frequency of the
switched-capacitor structure. Although using a switched-
capacitor in the MPPT offers an advantage in reducing
switching losses, voltage spikes have been observed in the Vps
of the MOSFET. To prevent this issue, the quality factor should
be adjusted, or a MOSFET capable of operating at higher
voltages should be selected.
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Abstract - Global paradigms have changed in the current
technological era to favor the use of green energy. The most
remarkable environmentally friendly energy source is solar
energy, which can be captured with the aid of photovoltaic cells.
Perovskite solar cells have demonstrated exceptional photovoltaic
performance. However, a notable obstacle is their reduced
stability under various environmental conditions. Although
perovskite solar cells have shown impressive efficiency, they face
challenges related to stability and toxicity, primarily due to the
widespread use of lead-based and hybrid organic-inorganic
materials. In this context, SCAPS-1D has performed a numerical
simulation of an all-perovskite bilayer solar cell. The structure
employs FASnI3 as the top absorber, which has a reasonably large
bandgap of 1.41 eV, and MASnI; as the bottom absorber, with a
narrower bandgap of 1.3 eV. Two processes are involved in
ensuring the viability of the proposed design. Firstly, two solar
cells are simulated and calibrated in standalone settings to align
with previously published state-of-the-art results, validating this
work. To enhance performance, a bilayer configuration assembled
with MASnI3 and FASnI; is evaluated. It is demonstrated that
utilizing bilayer structures can readily extend the absorption
spectrum into the near-infrared range and significantly improve
performance, which is largely determined by the interface trap
density between perovskite layers and the bulk defect density of
FASnls. The optimized all-perovskite bilayer solar cell, with
thicknesses of 500 nm for MASnI3; and 250 nm for FASnIs,
achieves a power conversion efficiency of 29.10%, a fill factor of
83.7%, an open-circuit voltage of 1.078 V, and a short-circuit
current density of 32.24 mA/cm? at an interface trap density of 10
cm 2 These findings provide theoretical guidance for enhancing
the performance of perovskite solar cells constructed with a
bilayer of MASnI3; and FASnI.

Keywords - Perovskite Solar Cells, MASnI3, FASnl3, SCAPS 1D.

I. INTRODUCTION

UR society and environment are negatively impacted by

the depletion of energy resources and the reliance on fossil
fuels like natural gas and coal [1]. Consequently, global
research efforts are concentrated on developing sustainable
energy sources and alternative energy supplies that minimize
environmental and economic harm [2]. Solar cells have
emerged as a promising renewable energy solution to address
the growing demand for electricity and mitigate climate change.
Perovskite solar cells, in particular, have gained significant
attention since 2009 due to their remarkable progress in power
conversion efficiency, increasing from 3.8% to 25.2% [3]. The
need for non-toxic, lead-free perovskite solar cells (PSCs) has
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spurred researchers to explore alternative materials. One
approach involves substituting lead (Pb) with bivalent tin (Sn)
to create lead-free perovskite compounds [4].

Device modeling is a valuable tool for gaining deeper
insights into the operational mechanisms of solar cells. A range
of software programs, such as SCAPS-1D and AMPS-1D, are
commercially available for solar cell modeling [5]. Researchers
have utilized the SCAPS-1D simulation program to model and
optimize MASnl; and FASnlz-based PSCs. The estimated
efficiencies for these PSCs are 20.36% and 14.03%,
respectively [6-7]. Heterojunction solar cells have garnered
significant attention from researchers seeking to further
enhance PSC efficiency. To maximize light absorption across
the solar spectrum, researchers are focusing on bilayer solar cell
configurations [8]. Bilayer perovskite solar cells, comprising
distinct perovskite materials that absorb different spectral
regions, offer an effective approach to overcome the limitations
of single-junction perovskite solar cells. This strategy enables
broader solar spectrum utilization and the generation of a higher
density of photocarriers, leading to improved power conversion
efficiency. However, studies investigating the impact of double
absorber layers on solar cell performance, compared to single
absorber layers, remain limited.

To investigate how bulk and interfacial defects influence
photovoltaic parameters, this study aims to theoretically
explore perovskite solar cells composed of a bilayer of MASnl;
and FASnl;, interfaced with suitable carrier transport layers. To
assess the photovoltaic performance of these bilayer perovskite
solar cells, SCAPS-1D simulations were employed.

II. MATERIALS AND METHODOLOGY

This study involves the creation of a theoretical model for a
solar cell. The goal is to understand how various factors impact
the cell's performance and to optimize its efficiency. The
SCAPS-1D simulation tool, developed by Burgelman [9], is
used to analyze the internal workings of the solar cell. This tool
functions by solving essential equations, including the Poisson
equation (Equation (1)) and the continuity equations for charge
carriers (Equations (1)-(2)), while also considering
recombination processes as described by the Shockley-Read-
Hall model.

November 21-23, 2024, Konya, TURKEY



113 International Conference on Engineering Technologies (ICENTE' 24)
%;w@c) = — =) — 1) + Np — Ng + po(x) —n,(x)) (1) III.  RESULTS AND DISCUSSION

This study investigates single and bilayer absorber layers

dp Jp composed of FASnl; and MASnI;. Specifically, the

a - ax fetG (2) " FTO/C60/FASnIy/Cul/Au, FTO/C60/MASnL/Cul/Au, and

FTO/C60/FASnI3/MASnI3/Cul/Au  perovskite solar cell

% — _% —R,+G, 3) structures are examined. Among the proposed materials, C60

where y(x), p, n, q, €0, &, Np, N4, pu(x), nu(x), Jp, Jn, Gp (Gn),
and R, (R,) are the electrostatic potential, holes, and electron
concertation, permittivity of free space, relative permittivity,
donor and acceptor charge impurity, the trapped holes and
electron densities, current hole densities, current electron
densities, generation, and recombination rate of hole (electron),
respectively. Table 1 gives the material parameters depicted in
the simulation program.

Table 1: The material parameters depicted in the simulation program.

Parameters | FTO C60 MASnI; | FASnl; | Cul

Thickness 0.4 0.05 0.5 0.25 0.1
[nm]

Band gap | 3.2 1.7 13
[eV]

1.41 2.98

Electron 4.4 39
affinity [eV]

4.17 4 2.1

Dielectric 9 42 10 8.2 6.5
permittivity

CB effective | 2.2x10" | 8x10" 1x10" 1x10'® 2.8x10"

density  of
states [cm™]

VB effective | 1.8x10" | 8x10" 1x10% 1x10'® 1x10"

density  of
states [cm™]

Electron 1x107 1x107 1x107 1x107 1x107

thermal
velocity
[cm/s]

Hole thermal | 1x107 1x107 1x107 1x107 1x107

velocity
[cm/s]

Electron 20
mobility [cm?
Vs']

0.08 1.6 22

1.69x10"
4

Hole mobility | 10 0.0035 1.6 22

[cm? V5]

1.69x10
4

Donor 1x10" 1x10" 0 0 0

density [cm™]

Acceptor 0 0 1x10"7 0 7x10'

density [cm™]

Bulk defect | 1x10™ 1x10" 1x10" 1x10" 1x10"

density [cm™]

As a result, SCAPS-1D can determine the performance
characteristics of solar cells, such as open-circuit voltage (Vo.),
current density (Ji), fill factor (FF), power conversion
efficiency (PCE), and quantum efficiency (QFE). This is
achieved by solving specific equations under specific
conditions. The work function of the gold (Au) back electrode
was set to 5.1 eV [10]. Additionally, the design configuration
of the MASnI3/FASnI; heterojunction perovskite solar cell is
depicted in Fig. 1.
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and Cul were identified as suitable transport layers [11].
Optimal thicknesses of 50 nm and 100 nm were determined for
C60 and Cul, respectively. The total thickness of the bilayer
assembly, comprising MASnl; and FASnl3, was set to 750 nm.

“a
|ven the ﬂrwiwul

T oo

I 60 Graced paramuters aty Svalable ater 3 cabcutanon

Figure 1: The design configuration of MASnl3/ FASnI3
heterojunction-based perovskite solar cell.

To further enhance power conversion efficiency
performance, the bulk defect density in FASnl; perovskite
layer, and interfacial defect density at the perovskite/perovskite,
the perovskite/ETL and HTL/perovskite interfaces were all
adjusted.

As shown in Table 2, which lists the photovoltaic parameters
of perovskite solar cells with single and bilayer absorber layers,
the FTO/C60/FASnl;/MASnI3/Cul/Au perovskite solar cell
with a bilayer absorber layer outperforms both the
FTO/C60/FASnI3/Cul/Au  and FTO/C60/MASnI3/Cul/Au
devices with single absorber layers.

A defect-free device can achieve a power conversion
efficiency of 29.46%. While MASnl; and FASnl;3-based
devices individually exhibit either high J. or V., the bilayer
configuration effectively combines these strengths.

Table 2: Photovoltaic parameters of perovskite solar cells with single
and bilayer absorber layers.

Absorption Layer Voc Jse FF PCE
(V) | (mAfem?) | (%) | (%)

MASNI; 0.875 3241 0.749 | 21.20

FASnl; 1.256 25.31 0.861 | 27.36

MASnI;/FASnl; 1.082 32.24 0.844 | 29.46

The interface defect density at the HTL/MASnl3 and
ETL/FASnl; perovskite layer interfaces ranged from 10!? to
10 cm™. As shown in Fig. 2, power conversion efficiency
remained relatively unaffected by this variation. Typically,
interface defects lead to an increase in trap states at
recombination centers [12]. However, it appears that when the
defect density at the interfaces falls below 10'* cm™, its impact
on power conversion efficiency becomes negligible.

(2)
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Figure 2: Effect of the interface defect density between (a) HTL and
MASnI; (b) ETL and FASnIs perovskite layer on the performance
parameters of the device assembled with bilayer of MASnI3 and
FASnlI;.

The interface defect density within the MASnIs/FASnl;
perovskite layers was also varied from 10'? to 10" cm™. As
illustrated in Fig. 3, a marginal decrease in power conversion
efficiency, from 29.10% to 22.87%, was observed with
increasing interface defect density (Table 3). Interface defects
result in a significantly increased number of traps at the
recombination centers. Since the interface defects in the actual
device are unavoidable, it is possible to achieve high
performance with a defect density of less than 10'2 cm™.

The effect of interface defect density between perovskite
layers on photovoltaic parameters of the device is given in
Table 3. Even though J, is insensitive to this variation,
especially V,. is remarkably reduced to 0.966 from 1.078 V. It
is associated with an increased recombination center.
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Figure 3: Effect of the interface trap density between perovskite
layers on the performance parameters of the device.

Table 3: The effect of interface defect density between perovskite
layers on photovoltaic parameters of the device assembled with
bilayer of MASnI3 and FASnI.

Ni(em | Vo (V) e FF (%) | PCE (%)
2) (mA/cm?)
10 0.966 3222 0.734 22.87
10"2 1.078 32.24 0.837 29.10

Fig. 4 depicts the effect of the bulk defect density of FASnlI3
perovskite layer on the performance parameters of the device
assembled with bilayer of MASnI3 and FASnI3. To examine the
performance of the cell, the bulk defect density was altered from 10
to 108 cm™.

141 ]
12| 2

10I i 1 1l 1 1l 1

10" 10" 10™ 10" 10™ 10" 10"
-3

N, (cm™)

Figure 4: Effect of the interface trap density between perovskite
layers on the performance parameters of the device.

November 21-23, 2024, Konya, TURKEY



115

International Conference on Engineering Technologies (ICENTE' 24)

Power conversion efficiency falls from 29.10 % to 12.01 % when
bulk defect density rises from 10'? to 10'® cm-3. Cell performance is
lowered by higher defect densities because they produce more
recombination centers and traps [13]. Smaller defect densities are
therefore advantageous for better device performance.

IV. ConcLusioN

A numerical simulation of an all-perovskite bilayer solar cell was
conducted using SCAPS-1D. This study investigated a bilayer
structure composed of MASnlz and FASnl3; to enhance device
performance. Results indicate that the bulk defect density of FASnIs
and the interface trap density between the perovskite layers
significantly influence overall performance. By employing a bilayer
structure, the absorption spectrum can be effectively extended into the
near-infrared region, leading to a substantial performance boost. With
layer thicknesses of 500 nm for MASnI3 and 250 nm for FASnI3, the
optimized all-perovskite bilayer solar cell exhibited a fill factor of
83.7%, an open-circuit voltage of 1.078 V, a short-circuit current
density of 32.24 mA/cm?, and a power conversion efficiency of
29.10% at an interface trap density of 10'? cm™ between the perovskite
layers. These findings provide valuable theoretical insights for
improving the efficiency of perovskite solar cells based on MASnI3
and FASnI; bilayer architectures.
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Abstract - The use and utilization of the magnifical possibilities
of artificial intelligence technology in many areas of the food
industry provides significant advantages. Al technology includes
theory and computation to perform tasks such as sensory
observation and decision-making that imitate human intelligence.
Experts refer to the ability of machines to perform cognitive tasks
such as seeing, learning, reasoning and problem solving as
artificial intelligence. It is possible to perform various activities
such as determining food quality, classifying foods, making
predictions, and providing control mechanisms with artificial
intelligence applications in the food industry. Food preparation,
processing, palletizing, packaging and serving methods can change
completely with Al-enabled technologies. In addition, new
products can be developed by predicting consumer preferences
with artificial intelligence applications. Foods can be produced in
a healthier, more efficient and less waste-generating way with
artificial intelligence-supported systems. In this study, scientific
studies on the use of artificial intelligence technology in the food
industry are evaluated and its inevitable importance in future safe
and sustainable food development and processing is emphasized.

Keywords — Food Industry, Artificial Intelligence.

1. INTRODUCTION

HE use and evaluation of artificial intelligence technology

(Al) in many areas of the food industry has initiated

revolutionary transformations. Al significantly affects
efficiency, personalization and sustainability. The global Al
market size in manufacturing was valued at $8.14 billion in
2019 and is expected to reach $695.16 billion by 2032 [1]. It is
seen that Al technologies are increasingly being adopted in the
manufacturing sector.

Artificial intelligence technology includes theory and
computational systems to perform tasks such as sensory
observation and decision making that mimic human
intelligence. Experts refer to the ability of machines to perform
cognitive tasks such as vision, learning, reasoning, and problem
solving as Al.

With artificial intelligence applications in the food industry,
it is possible to carry out various activities such as planning
production, determining food quality, classifying foods,
making predictions, and providing control mechanisms. The
ways food is prepared, processed, packaged, and offered for
consumption can be completely changed with artificial
intelligence-supported technologies. Standard and reliable new
products can be developed by predicting consumer preferences.
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Food can be produced healthier, more efficiently, and less
wastefully with artificial intelligence-supported systems.
Detecting nutritional components and allergens in foods,
optimizing food delivery routes and programs are other areas of
use of artificial intelligence in the food production industry.
Developments in artificial intelligence technologies improve
efficiency, productivity, and decision-making processes in the
sector.

Artificial intelligence saves farmers time, costs, such as field
trials and food inspections. The technology helps farmers
proactively detect pest infestations and plant diseases by
analyzing large amounts of data to determine environmental
conditions. Al technology helps better monitor food standards,
test products at all levels, and ensure food hygiene installations.
Production can be monitored in real time, so food
contamination and other safety issues can be detected more
quickly and effectively.

Food waste worldwide consists of 30% of grains (half of the
world's annual grain production), 40-50% of root crops, fruits
and vegetables, and 20% of oilseeds, meat and dairy products,
and fish [2]. Food is wasted at different rates during harvesting,
processing, storage, logistics, and consumption. The world's
population is also increasing rapidly. Millions of people are
starving to death and many people are malnourished. In this
context, optimized production and supply chain management
with the help of artificial intelligence makes a difference,
especially in reducing waste. This study was prepared to pave
the way for a visionary approach in the future by emphasizing
the importance of artificial intelligence in the food industry in
line with scientific studies using artificial intelligence.

II. Al IN FOOD INDUSTRY

There is no universal definition of artificial intelligence.
Artificial intelligence definitions vary depending on the
application areas. Artificial intelligence is a multidisciplinary
branch of science and engineering that develops intelligent
systems. Intelligent systems consist of software and hardware
designed to fulfill a defined purpose [3].

As in other sectors, in the food industry, in order to meet
future food demand, artificial intelligence applications are
inevitable for supply chain management, food classification,
production development, food quality improvement and
adequate industrial hygiene [4].

Among the artificial intelligence elements that are useful and
can be used in the processed food sector are supervised methods
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such as fuzzy logic models, artificial neural networks, deep
learning and support vector machines [31].

Artificial intelligence has roles in the food industry such as
food quality management, food inspection and classification
using image processing and recognition technologies, food
inspection and classification, ensuring the safety of food and
food warehouses using robots, and ensuring food safety using
smart technologies and information sharing mechanisms. It has
effects such as mathematical modeling techniques to manage
food quality and machine learning techniques to increase the
efficiency of high-quality food production [19].

Analyzing large-scale data and complex variables from the
initial stages in the laboratory to the final stages on an industrial
scale during the food production process requires both high-
level technology and time. This need can only be met with the
use of artificial intelligence. The Internet of Things, sensing,
machine learning, computing and data analytics have led to
significant developments in the food industry [5].

Artificial intelligence-supported sensing technologies, called
intelligent systems, are revolutionizing the food industry.
Controlling the drying process for food drying technology is
one example of such Al-supported applications [4]. Intelligent
models and systems in the food sector have been successfully
applied to tasks such as classifying fresh products, classifying
and estimating parameters, quality control, predicting consumer
preferences, and developing new products with greater
efficiency and cost savings. The preferred methods in the food
industry include electronic nose (ES), machine learning (ML),
fuzzy logic (FL), Artificial Neural Network (ANN), and
adaptive neuro-fuzzy inference systems (ANFIS) [4].

Industrial automation is the best possible solution to
overcome the problems of food industries. Automation is
completely based on artificial intelligence (AI) or machine
learning (ML) or deep learning (DL) algorithms. By using Al-
based system, food production and distribution processes can
be improved efficiently [19].

To improve quality systems in different contexts and at
different stages of food production, relevant data and models
are shared in the Internet of Food (IoF) network, thus ensuring
greater efficiency and sustainability [5].

The impact of climate change on food security is complex
and multidimensional because the hazards that emerge in the
food system are numerous, diverse and interconnected. Al is
already making a significant impact on the food system and in
predicting the impacts of climate change. Al is data-driven.
There is a large knowledge gap between what is known and
what is not known about the impact of climate change on food
security. Therefore, widespread data collection efforts are
needed to quantify the individual impacts of each climate
change scenario on individual components, including
microorganisms that make up the food system [16].

A. Al in Dairy Products Industry

Dairy products are among the products with high potential
for adulteration due to high demand and production costs. Milk
fat in butter is usually mixed with vegetable oils such as palm
oil or sesame oil by producers to reduce costs. Detecting
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adulteration in dairy products is quite laborious and requires a
well-equipped laboratory. A powerful and simple method has
been proposed by [10] to identify dairy products with or without
milk additives (NDA) using neural networks trained on acoustic
frequency responses and also to distinguish organic food
products from non-organic ones. The hypothesis was tested on
butter samples. Different materials have different frequency
bands that they transmit or block due to their molecular
structures. It has been stated that it is possible to identify
adulterated or non-organic products easily and cost-effectively
without compromising the physical integrity of the product
using an artificial intelligence (Al) algorithm.

Cheese production is a sector of considerable economic
importance. Cheese varieties had beeen classified using
supervised machine learning (ML) techniques. The
characteristics of free volatile carboxylic acids (FVCA) were
used to characterize cheese varieties. It was reported that 241
samples of 10 different cheese varieties from Switzerland were
classified with 90% accuracy using ML algorithms based on
FVCA profiles [11].

A prediction model using confocal Raman microscopy and
ANN was developed to measure adulteration by adding
different levels of whey to milk. It was stated that the use of
confocal Raman microscopy together with ANN is an excellent
method to measure adulteration of milk with whey due to its
high speed, simplicity and efficiency. It was emphasized that a
high-capacity prediction model with an R2 value of 0.9999 was
obtained using ANN [20].

Researchers developed and compared Radial Base (Less
Neurons) and Multiple Linear Regression (MLR) models to
predict the shelf life of processed cheese. They took soluble
nitrogen, pH, Standard plate count, yeast and mold count and
spore count as input parameters and sensory score as output
parameter. They stated that Radial Base (Less Neurons) model
is superior to MLR model in predicting the shelf life of
processed cheese [21].

Milk quality is determined by using machine learning
algorithms. As a dataset, Milk Quality from Kaggle repository,
1059 milk data samples from the dataset and pH, Temperature,
Taste, Odor, Fat, Turbidity and Color data belonging to each
sample were used as features. Artificial Neural Network (NN)
and Adaptive Boosting (AdaBoost: AB) algorithms were used.
In the system trained using 100 samples belonging to each class,
99.9% success rate with AdaBoost algorithm and 95.4%
success rate with Artificial Neural Network algorithm were
concluded in the classification accuracy [24].

B. Al in Fruit and Vegetable Industry

Berry fruits are rich in a wide range of nutritional bioactive
compounds such as vitamins, anthocyanins, polyphenols and
organic acids. Berry fruits can be consumed as fresh food or
processed after harvest and offered for consumption as frozen
berry, dried berry, berry juice and berry jam. During the
processing of the product, there are changes in the color,
texture, structure, chemical content and biological activity of
the fruits, which determine the quality of the product. Artificial
intelligence-based methods have been applied for detection and
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prediction during the sorting, drying, disinfection, sterilization
and freezing processes of berry fruits by [6]. It has been stated
that advanced detection techniques include computer vision
system, near infrared, hyperspectral imaging, thermal imaging,
low-field nuclear magnetic resonance, magnetic resonance
imaging, electronic nose and X-ray computerized tomography.
It has been stated that mathematical modeling, chemometrics,
machine learning, deep learning and artificial neural networks
are used among artificial intelligence methods. They suggested
the use of validated computer simulation techniques such as
CFD (Computational Fluid Dynamics) in the optimization and
design of fruit processing systems [6].

The effect of different storage conditions on blackcurrant
quality was evaluated using image analysis and artificial
intelligence algorithms. As a result, an objective, non-
destructive, fast and cheap evaluation was made possible. He
stated that changes in blackcurrant quality during storage can
be determined using image features [8].

Researchers investigated the applicability of cyclic
voltammetry (CV) technique with ANN to predict changes in
antioxidant activities of green tea during storage. They analyzed
the electrochemical response signals of green tea products from
different origins and different storage times by CV technique.
They stated that the predicted values of the results showed good
agreement with the measured values and the prediction models
had high stability and reliability. They stated that ANN models
accurately predicted changes in antioxidant activities of green
tea during storage. They emphasized that compared with
traditional analytical methods, the proposed intelligent method
was efficient, sensitive, environmentally friendly and had high
prediction accuracy [22].

Researchers predicted the drying behavior of onion in a pilot
plant fluidized bed dryer using three different modeling
techniques and compared the accuracy of these models. They
conducted a comparative study among nonlinear regression
techniques, fuzzy logic and artificial neural networks to predict
the drying behavior of onion. They proved that both traditional
and new modeling techniques can predict the drying kinetics of
onions during fluidized bed drying [27].

C. Al in Meat industry

Processing of meat products causes changes in the
composition and structure of protein. Protein degradation and
quality changes were investigated by [7] during the processing
of dry-cured ham. They stated that protein degradation can be
used as an indicator to control the quality of hams. They proved
that BP-ANN is a reliable tool for the prediction of multiple
quality of dry-cured hams. They emphasized that the results
provide new perspectives for predicting product quality based
on protein degradation without resorting to experiments [7].

In this study a new colorimetric sensor array (CSA) produced
from oxidized chitin nanocrystals (O-ChNCs) together with
convolutional neural network (CNN) was developed for real-
time monitoring of beef freshness. It was stated that beef
freshness can be monitored rapidly and reliably with the method
they developed [14].

E-ISBN: 978-625-95385-8-7

D. Al in Other Food Industry

It was aimed to analyze the metabolome of hazelnuts to
estimate the industrial quality of high-quality hazelnuts used in
confectionery. Both non-volatile and volatile metabolites were
mapped and analyzed using liquid chromatography coupled
with comprehensive two-dimensional gas chromatography
(GCxGC) and high-resolution mass spectrometry (LC-HRMS).
Data fusion techniques such as low-level data fusion (LLDF)
and medium-level data fusion (MLDF) were used to improve
the classification performance and information capacity. The
findings were stated to be promising for improving the
detection of mislabeling and increasing the reliability of
identifying the authenticity of plant-based products in the food
industry such as hazelnuts [9].

In this study, molecular dynamics approach and artificial
neural network application was used to understand the
interactive effect of sugars on crystallization stability in Indian
honey samples. Comparative studies were carried out to
understand the interactive effects of fructose, glucose, sucrose,
maltose and water on crystallization of honey samples. It was
stated that all the simulations led to stable crystal formation
with different interaction energies. It was suggested that
Fructose-glucose ratio should be kept above 1.18 to prevent
crystallization in honey samples. It was also stated that not only
Fructose: Glucose ratio but also sucrose, maltose and water
have a significant effect on the overall crystallization process.
It was stated that application of ANN has the potential to predict
stability with high efficiency while analyzing different
properties of honey [29].

Evaluation of biogenic amines is one of the most commonly
used methods to determine fish quality. In this study the quality
of sardine (Sardinella sp.) was evaluated according to biogenic
amine content using fuzzy logic model (FLM). Fish were stored
at 0, 3 and 10 °C for fifteen days and eight biogenic amine
production was monitored during this period. Based on the
results, histamine, putrescine and cadaverine were selected as
input variables and twelve quality grades were considered for
fish quality as output variables for FLM. Input data were
processed according to the rules defined in the model and then
fuzzified according to defined output variables. Pearson
correlation between storage periods and fish quality was
reported as r =0.97, 0.95 and 1 for fish stored at 0, 3 and 10 °C,
respectively [28].

In this study they used an eight-sensor E-nose to evaluate the
probability of adulteration in oxidized and non-oxidized oils
and prepared different adulteration percentages and evaluated
them. The model performance was evaluated by the official
AOCS method. Cluster analysis CA, principle component
analysis PCA and artificial neural network ANN methods were
also applied for the qualitative discrimination of different
adulteration percentages in oxidized and non-oxidized oils. The
results indicated that the application of E-nose together with
CA, PCA, principal component regression PCR, linear
discriminant analysis LDA and ANN methods is a promising
approach for the successful detection of adulteration in edible
oils [30].
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Machine learning is a data mining method that enables the
recognition of unknown samples with high precision based on
known sample information. The combination of convolutional
neural network (CNN) and Low-field and Nuclear magnetic
resonance (LF-NMR) is increasingly applied in food quality
analysis. In this study, low-field NMR signals of different types
of edible oils were analyzed by convolutional neural networks
to investigate the feasibility of oil classification. It was
concluded that the combination of CNN and LF-NMR could be
an intelligent and automatic approach for the classification of
edible oils [12].

Adulteration in sesame oil was detected by [13] using E-
nose, GC-MS and chemometric methods. Chemometric
methods such as Principal Component Analysis (PCA), Liner
Discriminant Analysis (LDA), Support Vector Machine (SVM)
and Artificial Neural Networks (ANN) were used to analyze the
signals from the electronic nose.

Researchers designed and implemented a fuzzy logic control
system to control the leavening process in bread making (A
fuzzy logic control system). They experimented with different
initial conditions and different amounts of yeast added to leaven
the dough. The controller was evaluated experimentally and
compared with those obtained from the proportional-integral-
derivative PID controller. They stated that the fuzzy logic
controller can provide significantly better control, does not
require a mathematical model, and has better disturbance
rejection properties [26].

Electronic noses can potentially be used as rapid,
noninvasive, cost-effective and portable systems for the
detection of mycotoxin contamination in cereals and can
provide real-time monitoring data to facilitate the removal of
contaminated batches. In a related study, the potential use of an
electronic nose based on portable metal oxide sensors was
investigated to detect aflatoxin contamination in Kenyan maize
varieties artificially and naturally infected with Aspergillus
flavus. It was concluded that it is a cost-effective screening
method [15].

Aflatoxin is a natural toxic substance produced by fungi and
molds found in certain foods. It is a strong carcinogen and is
widely found in peanuts, corn, and their agricultural products.
Researchers firstly constructed a hyperspectral imaging system
using a lattice module, SCOMS camera, and electric
displacement platform to detect aflatoxin in peanuts. They
obtained 146 hyperspectral image cubes of 73 peanut samples
before and after aflatoxin contamination. Then, they proposed
the pixel spectral reconstructed image method for the deep
convolutional neural network CNN method. They obtained
results by working on random selection datasets and comparing
with different recognition models. It was stated that the
reconstructed image generated by the spectral at the pixel level
is good enough for aflatoxin detection problems, and the overall
recognition rate reached over 95% at the pixel level. At pixel
level or kernel level, the deep learning method achieved high
accuracy and was better than traditional recognition models, the
recognition rate was higher than 96% at pixel level and 90% at
kernel level [32].
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Three different prediction models (random forest, artificial
neural networks and support vector machines) was developed
to detect fraud in wine and to guarantee the authenticity of the
wine. It was stated that prediction models based on artificial
neural networks, random forests and support vector machines
were developed using chemical analyses of wine samples with
ICPMS and ICPOES and that fewer variables were used to save
time and cost. In the study, it was emphasized that three
different prediction models based on RF, ANN and SVM were
developed to classify wines according to 45 input variables. It
was stated that the accuracy and errors obtained with the
selected models (except for red wines - artificial neural network
developed using reduced variables) were at acceptable levels
[17].

Adulteration is frequently done in coffee, hence fast and
reliable detection techniques are required. Researchers
investigated the potential use of CNN models for determining
the amount of adulterants in coffee and compared their
performance with the standard chemometrics approach. They
stated that convolutional neural networks CNN, a deep learning
algorithm, showed excellent performances comparable to
classical chemometrics algorithms (PLS, iPLS). They stated
that the results confirmed the applicability of CNN algorithm
for determining the amount of adulteration from FT-NIR
spectra. It was stated that CNN, a deep learning algorithm, is a
feasible and practical alternative to classical chemometrics for
determining the amount of coffee adulteration [23].

A new method was evaluated to improve the identification
ability of low-quality P. notoginseng mixed into Panax
notoginseng (P. notoginseng) using spectroscopic techniques
and chemometric methods. They mixed different grades of P.
notoginseng powder at different percentages (0-100%). They
obtained NIR and FT-MIR spectra of the samples and used
principal component analysis (PCA) to reduce the data size of
the characteristic spectra. They constructed Support vector
machine (SVM) for the classification of foreign substances with
different mixing ratios. They applied particle swarm
optimization (PSO) to optimize the parameters of SVM. As a
result, they stated that the data fusion of NIR and FT-MIR
spectra combined with chemometric and PSO algorithm
increased the discrimination accuracy of different grades of P.
notoginseng powder counterfeiting. They emphasized that the
identification sensitivity of counterfeiting was improved by
using data fusion and PSO-SVM [33].

II1. CONCLUSION

The application of Al technology in the food industry
provides significant benefits such as increased productivity,
reduced costs, optimized supply chain management, and
improved product quality and safety. In the future, Al will
transform the food processing industry because it has so much
potential to create reasonable and healthier productivity for
consumers and employees. The role of Al will become more
vital with each passing day due to its ability to improve hygiene,
food preservation, and waste management systems.
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Abstract- Multiple Sclerosis (MS) is a chronic neurological
disease characterized by the formation of plaques in the white
matter of the central nervous system. It is usually diagnosed by
cerebrospinal fluid and brain imaging techniques. Magnetic
Resonance Imaging (MRI) is a neuroimaging method commonly
used to diagnose MS. In recent years, advances in deep learning
(DL) techniques have been widely used in detecting and diagnosing
MS. In this study, a novel DL-based artificial intelligence model is
proposed to detect MS using MRI images. In the proposed model,
a richer feature map is created by extracting features from the
intermediate layers of pre-trained network architectures.
Furthermore, attribute integration is achieved by applying deeply
adjustable convolution layers to these attributes. After these
attributes, Global Average Pooling was applied to vectorize the
attributes and finally, these attributes were merged and
transferred to the fully connected layer and SoftMax layer. Pre-
trained network architectures such as VGG16, ResNet101, and
DenseNet121 were used in the study. In the experimental studies,
a dataset of axial and sagittal brain MRI images collected from 72
MS patients and 59 healthy individuals at Turgut Ozal University
Faculty of Medicine in 2021 was used. In this dataset, axial images
(n=1652) and sagittal images (n = 1775) were evaluated separately
and the model produced highly effective results. The highest
accuracy scores were 98.78% with DenseNet121 for axial images
and 99.32% with VGG16 for sagittal images. These results show
that deep learning-based systems can be used in MS diagnosis.

Keywords- Multiple Sclerosis,
Learning, DenseNet121, VGG16

Magnetic resonance, Deep

1. INTRODUCTION

ULTIPLE sclerosis (MS) is an autoimmune disease in
which nerve fibers in the central nervous system (brain
and spinal cord) are damaged due to inflammation [1]. In
autoimmune diseases, the immune system's defense
mechanism, which normally exists to fight against foreign
organisms, attacks the body's own tissues (Lublin, 2022). The
exact cause of MS is unknown, but genetic and environmental
factors are thought to play a role in the development of the
disease.
Treatment of MS focuses on alleviating symptoms,
controlling relapses, and slowing the progression of the disease
[2]. Various treatment modalities such as medications, physical
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therapy, rehabilitation, supportive therapies, and lifestyle
changes are used to manage the disease [3].

Many studies have been conducted in the literature on the
diagnosis and follow-up of Multiple Sclerosis (MS) and
monitoring changes in the disease process. When these studies
are analyzed, it is observed that different methods using
magnetic resonance (MR) images are prominent in the
detection of MS. Various studies have been carried out using
magnetic resonance (MR) images for the detection and periodic
follow-up of MS [4]. The use of computer-aided automated
diagnostic systems has led to significant advances in the
diagnosis of MS [5]. Before the development of MR imaging
technologies, important studies were carried out by physicians
in the clinical field [6]. In addition, several studies using
machine learning algorithms have been developed to detect MS
lesions in MR images [7]. It is observed that these studies have
low detection accuracy due to the need for preprocessing for
use by physicians, limited data sets, and difficulties in detecting
small MS lesions.

Souplet et al. (2008) used basic image processing techniques
for MS detection. They identified the brain region by
performing normalization and regional focusing operations on
three different MR sequences. In T1w and T2w sequences, they
highlighted the regions suspicious for MS by maximization
with the algorithm they developed. Finally, these suspicious
regions were classified in FLAIR sequences [§].

Bosc et al. (2003) created a software framework to
automatically track the evolution of lesions over time using MR
images of healthy and MS patients. In this framework, brain
region segmentation was first performed on the images,
followed by preprocessing steps such as normalization and low-
pass filtering. Finally, by comparing with healthy images,
changes in lesions were detected and consistent results were
obtained with the evaluations of expert radiologists [9]. Roura
et al. (2015) developed a software tool for white matter
segmentation and automatic detection of MS lesions using
multicenter patient data obtained from different imaging
devices [10]. In studies for the detection of MS lesions with
image processing methods, preprocessing of MR images
(normalization) followed by lesion detection (segmentation)
has been generally followed [11].

In a study using advanced deep learning models, Nair et al.
(2020) developed a model for detecting MS lesions using 3D
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CNN. In their study, they emphasized the importance of the
subtraction layer in lesion detection [11]. In another study, Gabr
et al. (2020) developed a fully connected deep-learning CNN
model for MS lesion detection. Although they achieved a
certain level of accuracy in their experimental studies on a
unique dataset, the success of the system has not been evaluated
on public datasets [12].

In another study, Gessert et al. (2020) used a bidirectional
CNN (convolutional neural network) to detect MS lesions using
the model they developed. This study was conducted on an
initially prepared 3D dataset and the experimental results were
found to be close to the evaluations of medical experts.
However, among the limitations of the study, it was emphasized
that the performance of the model should be tested on high-
resolution data sets, and some difficulties were experienced in
the preparation and use of the data set [13]. The applications
proposed as web-based CDS have been included in several
academic studies to monitor MS lesions, track analytics, and
questionnaires during disease progression, and evaluate the
effects of drug therapy. In one of these studies, a web-based
CDS was proposed to monitor the treatment processes and
disease progression of MS patients [14]. In another study, Mo
et al. (2015) proposed a web-based infrastructure system that
can also utilize MRI images. The proposed system can perform
lesion counting and lesion detection in images obtained from
MR devices [15].

ILLMETHODOLOGY

A. Convolutional Neural Networks (CNN)

A widely used type of artificial neural network in the field of
deep learning is the Convolutional Neural Network (CNN). It
is used to achieve successful results in various fields such as
image processing, audio processing, and natural language
processing. One of the important advantages of CNN models is
that feature extraction and training processes are performed
together [16].

There are important CNN architectures used for automatic
segmentation and classification with MRI neuroimaging
methods for MS diagnosis [17]. In this study, the CNN
architectures with the best results are DenseNet121 and
VGG16.

DenseNet 121: One of the popular convolutional neural
networks model is DenseNets where each layer in the network
is connected to every other subsequent layer in a feed-forward
form. The inputs of each layer are the concatenation of the
feature maps of all the previous layers. The network has a total
of (Lx(L+1))/2 connections between the layers. In this network,
the dense connection reduces the effect of the vanishing
gradient problem.

A DenseNet consists of L layers. At each layer implements a
non-linear transformation Hi(.) where i is the index of the layer,
HI(.) is a composite function of batch normalization (BN),
followed by a rectified linear unit (ReLU) and a convolution
(Conv). The dense connectivity of the input of layer i in the
network can be expressed by Eq. 1.
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xi = Hi([x0, x1, . . ., xx—i]) (D
where xi is the input of the layer and [x0, x1, . . ., xi—1] is
the concatenation of feature maps from 0 to i — 1 layers. A

sample of Densenet121 architecture is shown in Fig. 1.

224« 224 %3 224 % 224 x 6d

512 TxTx512

28 % 512
4 h12
.%]}é)]ﬁx”ﬂ" 1x1x4096 1x1x 1000

] softmax

Figure 1: Sample DenseNet121 Architecture[18]

VGGI16: The VGG-16 model is a convolutional neural
network (CNN) architecture that was proposed by the Visual
Geometry Group (VGG) at the University of Oxford. It is
characterized by its depth, consisting of 16 layers, including 13
convolutional layers and 3 fully connected layers. Sample
VGG16 architecture is shown in Fig. 2.

@ convolution + Relll
@ max poaling
*1x1000 g fully Connctad + Rell
@ softmax

Figure 2: VGG16 Arhitecture [18]

III. PROPOSED MODEL

In this study, a convolutional Neural Network model based
on feature integration is proposed for the detection of MS
disease from MR images. The proposed method is tested with
the most widely used deep learning models such as VGG16,
InceptionV3, ResNet101, and DenseNet121. With the feature
integration method, more features are extracted from the pre-
trained network architectures. In this way, a more
comprehensive feature map was obtained than traditional CNN
architectures. Low- and high-level features are combined to
obtain the final feature map. These feature maps contain both
spatial and semantic details. The proposed model is given in
Fig. 3.
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Figure 3: Proposed model

As can be seen in Fig. 3, a 224x224x3 input image is given
to the input of the pre-trained network architectures. VGG16,
InceptionV3, ResNetl0l, and DenseNetl21 network
architectures were used as network architectures. In each trial,
4 different feature maps were taken. These feature maps were
obtained from the middle layers of the pre-trained network
architectures. The height and width of these feature maps are
112x112, 56x56, 28x28, and 14x14 for a 224x224 dimensional
input, respectively.

To combine the attributes, Global pooling Layer GPL) was
applied to convert the attribute maps into vectors. These feature
vectors are then combined to obtain the final feature vector used
for classification. Softmax classifier is applied to the final
feature vector (F) obtained in the last layer of the proposed
model to obtain the classification output. This process is shown
in Equation (1).

P = softmax(PB"(F))

x

softmax(x;) = ST %

j=1

()

IV.EXPERIMENTAL STUDIES AND RESULTS

Many experiments have been conducted to calculate the
performance of the proposed method. The performance
parameters used in these experiments are explained. The
parameter values calculated because of the experiments are
given.

Experimental studies were carried out on a computer with an
Intel 19 processor, 64GB RAM, and an RTX 3080 Ti graphics
card. Python programming language and Keras-Tensorflow
library were used in the design of the deep learning model. The
hyperparameters used were a batch size of 16, an image size of
224x224x3, and a training-test-validation data set split of 80%-
10%-10%. The model was trained for 100 epochs. Adam
optimizer is used to minimize the loss function and optimize the
model. The performance of the proposed method is evaluated
by using F1-score and classification accuracy. The calculation
of the accuracy value is as in Equation (2).

Acc=TP+FP/TP+TN+FP+FN 2)
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The F1 score is an indispensable metric for balancing
precision and sensitivity, especially when classes are
unbalanced. It provides a single score that captures both
precision and sensitivity, making it a powerful measure for
overall model performance evaluation (Havd., 2022; Naseri et
al., 2021; Shahin et al., 2019). The F1 score is calculated as in
Equation (3).

e R TP +TN
oruluk = S P Y TN+ FN
Kesinlik (i
eSIe = TP ¥ FP
TP
Duyarlilik =

TP+ FN

Kesinlik x Duyarlilik

F1-— =2
PuaR = Kesinlik + Duyarlilik

3
VGG16, InceptionV3, ResNetl0l, and DenseNetl21
architectures were used in this study. The results obtained using

axial images are given in Table 1.

Table 1. Performance values calculated for axial images

Model laccuracy |[f1 score [recall precision TP TN [FN [FP
resnetl01  [96.36% [97.08% [99.20% [95.04% [249 2 13 |149
veggl6 97.82% [98.23% [99.60% [96.90% 250 |1 3 154
densenet121 [98.78% [99.01% [100.00% [98.05% [51 [0 |5 157
linceptionv3 [98.54% [98.82% (100.00% [97.67% P51 [0 |6 (156

Table 2. Performance values calculated for rightittal images.

Model |accuracy |fl score| recall |precision| TP | TN | EN | FP
resnet101 | 98.64% |98.83% [100.00% | 97.69% | 254 | 0 | 6 | 184
vggl6 99.32% |99.41% | 100.00% | 98.83% | 254 | 0 | 3 | 187
densenet121] 99.09% |99.22% | 100.00% | 98.45% | 254 | 0 | 4 | 186
inceptionv3 | 99.09% |99.22% | 100.00% | 98.45% | 254 | 0 | 4 | 186

Table 1 shows 98.78% accuracy with DenseNet121 in axial
images, when Table 2 is examined, an accuracy of 99.32% was
calculated with VGG16 in sagittal images. The complexity
matrix values are also given in Tables 1-2.

Instead of extracting features from the last layers of
traditionally pre-trained network architectures, the proposed
model generates a comprehensive feature map by extracting
richer features from the intermediate layers of these
architectures. This approach allows the model to learn deep and
meaningful features more effectively. Furthermore, attribute
integration is achieved by adding deeply adjustable convolution
layers to the extracted attributes. This process optimizes the
combination of different features to create a more effective
learning process. After the attributes, these attributes are
vectorized with the Global Average Pooling method and then
transferred to the SoftMax classifier with a fully connected
layer. At this stage, it creates customized vectors that support
the final decision-making process of the model. in the
development of the model, pre-trained network architectures
such as VGG16, ResNetl01 and DenseNetl21 were used.
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These architectures offer diversity by incorporating features of
network structures at different depths. The experimental studies
were conducted at Turgut Ozal University Faculty of Medicine
in 2021 with 72 MS patients and 59 healthy individuals on a
dataset of axial and sagittal brain MRI images. In this dataset,
axial images (n = 1652) and sagittal images (n = 1775) are
analyzed separately. The experimental results show that the
model performs effectively with these images.

The highest accuracy scores obtained were 98.78% with
DenseNet121 for axial images and 99.32% with VGG16 for
sagittal images. These results show that sagittal images provide
higher accuracy in MS diagnosis and that this image type
provides more information in the decision-making process of
the model. These findings emphasize the importance of image
types in MS diagnosis and open new areas for future research.
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Abstract - In this work, a four-way stripline power divider with
improved isolation between ports is presented. The main power
divider and isolation circuits designed for this purpose are
connected to each other using vias on a multi-layered structure.
The isolation circuit is formed by the combination of broadside
coupled lines used as baluns to ensure high isolation for each
output port. The proposed power divider covers the frequency
range of 500-1000 MHz. EM simulation results highlight that the
insertion loss is less than 0.68 dB, while the return loss is greater
than 14.7 dB. It has also been observed that the designed power
divider exhibits a good performance with more than 14 dB of
isolation between output ports, less than 0.56 dB of amplitude
imbalance and less than 4° of phase imbalance.

Keywords - four-way power divider, isolation, stripline, balun,
coupled lines

I. INTRODUCTION

OWER dividers are essential components for various RF

engineering areas, such as spacecraft communication, radar
systems, telecommunications and other applications [1]. A
power divider is a device that splits an input signal into two or
more output signals. Insertion loss, amplitude balance, phase
balance, frequency range, dimensions, and isolation are
common design issues for power dividers. Reduced insertion
loss is essential because it preserves more signal power, which
improves efficiency and system performance. Applications like
phased array systems that demand constant level of signal over
several channels require maintaining amplitude balance. Proper
phase balancing assures coherent signal dividing for
applications like beamforming in radar and communication
systems, where phase alignment directly affects the
performance. In order to ensure compatibility with specific
purposes and performance over the whole frequency band, it is
critical that the divider is able to operate over the required
frequency range. Compact dividers are necessary for
integration into systems with limited space, including satellite
communication equipment and mobile devices. The divider’s
ability to minimize crosstalk or leakage between its output ports
is identified as isolation. High isolation reduces crosstalk,
ensuring that signals from one output port do not interfere with
signals from closest neighboring port [2]. Moreover, strong
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isolation prevents distortion caused by the interaction of output
signals with other signals, thus preserving their original
characteristics, and is vital for systems that must transmit
signals with extreme accuracy and quality, such as radar and
communication networks [3, 4]. These advantages are essential
for power amplifier systems to operate as reliably and
efficiently as possible in a variety of applications. Moreover,
signals from one amplifier cannot leak into the inputs of other
amplifiers when there is high isolation. This is necessary to
make sure that every amplifier runs effectively and
independently without interfering with one another and
lowering performance. Insufficient isolation, which puts other
amplifiers at risk if one amplifier fails, also makes it difficult to
reduce the effects of amplitude and phase imbalance that may
be present across several amplifiers, even if all of them are
operational [5]. Since the stability and reliability of the power
amplifier depend on this protection, the stripline structure,
which can give good isolation performance, is selected in our
proposed design.

Stripline is a kind of transmission line that is covered with a
dielectric substance and positioned between two ground planes
[6]. The ground planes and the dielectric entirely encapsulate
the signal conductor. Maintaining signal integrity requires
consistent impedance, which is ensured by the enclosed
construction. The ground planes reduce loss and boost
performance by efficiently preventing signal radiation.
Additionally, stripline's symmetric topology lowers crosstalk,
enhances isolation and overall electromagnetic performance. Its
low radiation loss and regulated impedance make it a viable
choice for high frequency applications [1]. Stripline, however,
has drawbacks in terms of accessibility and manufacture.
Because stripline circuits need exact alignment and have a
multilayer structure, producing them is more expensive and
difficult. Since the signal conductor is encased, it is also
difficult to access for probing and alteration, in comparison to
microstrip, the multilayer architecture may lead to a thicker and
heavier design.

In this paper, a new four-way high isolation divider design in
the 500 MHz to 1000 MHz operating frequency range is
presented, by using the stripline structure, considering its high
isolation and other advantages discussed here.
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II. RELATED WORK

When designing power dividers, there are important design
parameters as mentioned in the previous section and many
studies have been conducted in the past to optimize these
parameters; just like in this study.

Guo et al. proposed a four-way suspended stripline power
divider, with the suspended stripline structure playing a
significant part in reducing insertion loss while preserving a
compact design [1]. The isolation circuit, created using
microstrip lines and connected by vias, provided high isolation,
with the isolation measured at the X-band (7.82-9.86 GHz)
being over 20 dB. The combination of suspended stripline for
power division and microstrip for isolation produced an
insertion loss less than 0.37 dB. Suspended striplines are
particularly important because they provide low loss
transmission, which is required for high efficiency power
dividing applications.

Furgal et al. demonstrated a broadband four-way power
divider that uses a multilayer structure with stripline and
microstrip technologies to improve isolation and bandwidth
performance [7]. The stripline architecture improves heat
dissipation and integration, solving the constraints of traditional
designs like as the Wilkinson divider, which has difficulty
handling high power due to insufficient isolation and thermal
management. Because the resistor in the Wilkinson power
divider is located between transmission lines, heat cannot be
properly dissipated from the circuit to the ground plane. The
ungrounded resistor greatly limits the possibility of operating at
high power. By strategically arranging isolation resistors in the
stripline layers, the design improves the circuit's power
handling capacity while maintaining isolation without
compromising bandwidth.

Momenzadeh et al. demonstrated isolation strategies by
adding coaxial baluns and quarter-wave transformers into a
broadband high-power combiner for digital video broadcasting-
terrestrial applications [8]. Although power combiners can be
used as power dividers, this design and simulation studies in
this paper focus on power combiner characteristics. This study
describes two power combiners that are extensions of the
ordinary Wilkinson power divider. These combiners use a 100
Q floating resistor to convert 50 Q terminating resistors. The
first power combiner uses coaxial cable baluns to convert 50 Q
terminating resistors into floating 100 Q resistors, the second
power combiner makes use of 3 dB quadrature hybrids. The
quadrature coupler which is short-circuited with one port
converts the impedance of normal 50 Q terminating resistors
into floating 100 Q resistors, ensuring effective isolation
throughout a wide frequency range 470-860 MHz. This
technique not only increases bandwidth but also enhances port
isolation by utilizing the quarter-wave structure's intrinsic
features.

Beside the related researches, the aim is to increase isolation
while also eliminating the difficulties of inserting isolation
resistors with the design of four-way divider and four pairs of
broadside coupled lines that used as baluns in this study. As it
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discussed in the related studies, the stripline design ensures low
insertion loss which is also implemented in the study.

III. DESIGN AND SIMULATION

In this section, the designed power divider circuit, stack-up
details of this circuit and simulation results are depicted. The
designed power divider consists of two circuits: The main
power divider circuit and the isolation circuit.

A. Main Power Divider Circuit

Figure 1 shows the schematic of the divider circuit, which
has a symmetrical construction. In Figure 1, a 50 Q microstrip
line at Port 1 is separated into two parallel lines, each with a 50
Q impedance, using a T-junction design. The parallel lines of
two 50 Q lines yields a total impedance of 25 Q. Figure 2
highlighted the transition from 25 Q to 50 Q using a quarter-
wave transmission line. As it is well known that the impedance
of a quarter-wavelength (A / 4) transmission line is equal to the
square root of the product of Z; and Z, [9]. Consequently, a
quarter-wavelength 35 Q transmission line is inserted between
the two lines.

The 50 Q transmission lines are further split by T-junctions
again. In order to ensure that the output of each 50 Q line will
again have a 50 Q line impedance, the two line segments
separated by a T-junction must now have a characteristic
impedance of 100 Q. Since the output ports must terminate
with 50 Q impedance, other quarter-wave transmission lines are
also included in the circuit to transform this impedance to 100
Q. To accomplish adequate impedance matching, a A / 4 length
of line with an impedance of around 70 Q is utilized. The
wavelength required to determine the line lengths was obtained
using Equation (1). In the equation, the value of the frequency
(f) is 750 MHz and dielectric constant (g;) is 3.55 [10]. As a
result, a four-way, symmetric power divider without isolation
is designed.
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Figure 1: The schematic of power divider circuit
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Figure 2: Quarter-wavelength impedance transformation

B. Isolation Circuit

The main power divider circuit lacks adequate isolation when
it is used alone. The isolation parameters of the main power
divider circuit are highlighted in Figure 3. An isolation circuit
is necessary because low isolation promotes crosstalk, which
results in signal interference between the output ports. To
achieve this isolation, an isolation circuit is established. In this
circuit, each output port includes a quarter-wavelength
broadside coupled lines that functions as a balun.
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Figure 3: The isolation parameters of the main power divider

In order to explain the isolation circuit, the quarter-
wavelength broadside coupled lines model is first presented in
Figure 4. Ideal lossless coupled lines at 750 MHz are used. It is
important to note that when the quarter-wavelength coupled
lines are utilized as a balun and specific criteria are met, it yields
considerably good performance. For the modeling of the balun,
related parameters are specified in Equations (2-5). It is also
significant to indicate an ideal balun is obtained when the line
lengths are A / 4 and Zcven equals Zunpatanced and Zoqa equals
Zpatanced at the center frequency as depicted in (2-5) [11]. As
shown in the graph in Figure 5, the return loss is particularly
good at the center frequency of 750 MHz. In this design, the
goal is to achieve isolation for each output port of the divider
by using a A / 4 length broadside coupled line balun.

PORT
P=2
Z=Zbalanced Ohm

PORT
P=1
Z=Zbalanced Ohm

P=3
Z=Zunbalanced Ohm

Figure 4: Balanced to unbalanced model
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Zunbalanced = Zeven = 50 Q ()
Zpalanced = Zoda = 35Q (3)
Zdifferential = 2Zbalanced =70Q (4)
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Figure 5: Graph of a quarter-wavelength broadside coupled line
balun for (a) Insertion loss (b) Return loss

In Figure 6, it is demonstrated a circuit structure which
matches the balance ports to 35 Q for all adjacent ports which
use quarter-wavelength broadside couple line. It is important to
mention that to ensure upper lines also 35 Q and Zgir 70 Q,
upper lines connected each other. The lower lines terminated
with 50 Q and upper lines are grounded. The coupled lines
which used in Figure 6 are not ideal and lossless components.
Substrate of the components is modelled according to stack-up
by considering the loss tangent of the material. In Figure 7,
given graph shows the return loss for each port. The values of
Si1, S22, S33, S44 are equal for each frequency and all of them are
around 20 dB.
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Figure 7: Return loss of isolation circuit for each port
C. Stack-up

The stack-up has eight layers total of 149.2 mil in thickness.
As seen in Figure 8, the main power divider circuit has a
stripline structure and it is at the center of the stack-up and
situated on Signal Layer 1. Quarter-wavelength broadside
coupled lines placed on Signal Layer 2 and Signal Layer 3 to
function as baluns. To ground the upper coupled lines,
conductive shapes are implemented which placed on Signal
Layer 4. The purpose of using conductive shape in Signal Layer
4 is to strengthen the connection between Via-Type 2 and Via-
Type 3 and to connect the upper coupled lines, which is placed
in Signal Layer 3, to the ground layer. Otherwise, if the
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alignment of Substrate 7 and Substrate 8 is disrupted, the upper
coupled lines cannot be reached Ground Plane properly since
Via-Type 2 and Via-Type 3 does not overlap. The connection
between Via-Type 2 and Via-Type 3 is provided through the
conductive shape.

The broadside coupled lines are connected to Signal Layer 1
by blind vias which referred to as Via-Type 1 in Figure 8. Via-
Type 1 are placed on Signal Layers 2 and 3 across Substrate 5
from the end of the quarter-wavelength 70 Q lines in the main
power divider circuit. The distance between the broadside
coupled lines are 4 mil, corresponding to height of the Substrate
6 in Figure 8. Through vias, labeled as Via-Type 4, are also used
for grounding.

Rogers 4003C is used in two layers of the eight layers, while
Rogers 4350B is used in the remaining six layers. It is used
Rogers RO4003C 60 mil for Substrate 1 and 8 with a dielectric
constant of 3.55 and a dissipation factor of 0.0021. It is used
Rogers RO4350B 4 mil for Substrate 2, 3, 6 and 7 and
RO4350B 6.6 mil for Substrate 4 and 5 layers with a dielectric
constant of 3.66 and a dissipation factor of 0.0031 [10].

Via-Type 3
Ground Plane 4
Substrate 8
Signal Layer 4
Si IL 3 Substrate 7
ignal Layer !
Nia-Type 2 Substrate 6
Signal Layer 2
Substrate 5
Signal Layer 1 o
Substrate 4
Substrate 3
Substrate 2
Substrate 1
Ground Plane
Via-Type 4

Figure 8: Stack-up of the model

D. Simulation and Results

A 3D model is simulated in ANSYS HFSS simulation tool
that is highlighted in Figure 9 and Figure 10. Line widths and
lengths are calculated using the impedances that obtained from
main power divider circuit schematic. The board dimensions
are 122.1 mm by 107.1 mm.

The EM model is simulated from 500 MHz to 1000 MHz.
The simulated results are given in Figure 11. As can be seen in
Figure 11-a, the variation range of insertion loss (S21, S3i, Sai,
Ss1) is from 0.07 to 0.68 dB and amplitude imbalance is less
than 0.56 dB. Return loss (Si1) varies between 14.7 dB and 22
dB as shown in Figure 11-b. The isolation parameters (S23, S34,
S4s) vary between 14 dB and 20 dB as demonstrated in Figure
11-c. As seen in Figure 3, the isolation parameters of the main
power divider are greater than 9 dB. Therefore, the isolation
circuit has positively affected the isolation parameter values.
On the other hand, the phase imbalance between the outputs is
less than +4° as shown in Figure 11-d.
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Figure 10: The via types: (a) Via-Type 1 which connects main
power divider circuit and lower coupled lines, (b)Via-Type 2 that is
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IV. CONCLUSION

In this study, a new four-way stripline power divider with
increased port isolation that will operate in the 500-1000 MHz
band was designed as an alternative to the power dividers
commonly used in RF/Microwave applications. The isolation
of each adjacent port is provided by broadside coupled lines that
act as baluns and the unbalanced ports are terminated with 50
Q.

According to EM simulation results, the insertion loss (S:i,
S31, Sa1, Ssi) values vary between 0.07 and 0.68 dB.
Futhermore, the return loss across the band is between 14.7 and
22 dB, while the isolation parameters vary between 14 and 20
dB which shows significant improvement compared to the
results without isolation. In addition, the phase imbalance
between the outputs is less than 4° and amplitude imbalance is
less than 0.56 dB.

EM simulation results show that the four-way power divider
performs promising results with low insertion and return loss,
high isolation, low amplitude and phase imbalance. The next
study will cover the manufacturing of the power divider and,
after obtaining the measurement output, checking how well the
simulation results can be provided and, if necessary,
improvement studies on the prototype circuit.
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Abstract - Alzheimer's disease is a common type of dementia and
progressive neurological disorder that causes the brain atrophy
and brain cells to disappear. Early diagnosis is very important in
the treatment of the disease and controlling it. Technological
developments such as image processing and machine learning
have a very important place in the medical industry, as they
eliminate the difficulties experienced by doctors in diagnosing
Alzheimer's disease using MRI and contribute to the early
diagnosis and classification of this disease. The goal of this
research is to apply feature extraction and classification
techniques to build a system for the early diagnosis of Alzheimer's
disease. In 4 classes, the brain tissue region was segmented after
applying the necessary filter and pre-processing steps to the MR
images. Then, different features related to the segmented images
were extracted using various feature extraction methods. These
features were reduced with different feature selection techniques.
Different classification techniques were applied to the selected
features. An accuracy value of 95.97% was obtained with the K-
Nearest Neighbors technique, which is one of these classification
methods.

Keywords - Alzheimer’s disease, MRI, machine learning, image
processing, biomedical imaging.

I. INTRODUCTION

LZHEIMER’S disease (AD) is a common type of
dementia and a neurological disease that increases with
time and causes the death of brain cells. An estimated 24 million
people worldwide have dementia, the majority of whom are
thought to have Alzheimer’s disease [1]. This illness causes
problems with thinking, learning, and remembering in addition
to memory loss and cognitive decline. The condition worsens
slowly. As the disease worsens and shrinkage becomes more
pronounced, the brain eventually shrinks to about 60% of its
normal size. Shrinking of brain tissue due to AD can be
diagnosed using brain imaging techniques such as MRI scans.
Several years prior to the beginning of clinical symptoms, MRI
can identify primarily left atrophic alterations in the amygdala,
anterior hippocampus, and entorhinal cortex [2].
The brain MRI scans from the OASIS [3] dataset utilized in
this study are divided into various phases of Alzheimer's
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disease. Non-demented, very mild dementia, mild dementia,
and moderate dementia are among these stages. The loss of
brain tissue, which worsens with the progress of the disease, is
the main area of interest (ROI) in these pictures. Since most
patients are unaware of their condition until serious brain
volume loss occurs, early diagnosis and therapy are essential.

This project's main objective is to use machine learning
techniques to develop a model that can correctly identify
different Alzheimer's disease stages from MRI scans. To reduce
incorrect diagnosis, this requires putting the required
preprocessing procedures, feature extraction, and classification
techniques into practice.

II. PRE-PROCESSING AND SEGMENTATION

Pre-processing is an essential step in preparing MRI images
for further analysis and feature extraction. The pre-processing
of the image is essential for the importance gap of the latent
feature in the precise diagnosis and classification of
Alzheimer's disease. Below are the series of pre-processing
steps carried out on the MRI images in the sequence given
above.

A. Thresholding

In thresholding, the technique applied to the MRI images
transforms the grayscale image into a binary image, where pixel
values are 0 for black and 255 for white above a specified cutoff
value. Classically in such threshold image segmentation, an
image is segmented and then objects, and background are
usually distinguished by a threshold only [4]. This process helps
to enhance the contrast of essential brain features so that they
can stand out from the background and other non-brain
elements. Therefore, the effect of carrying out this process will
provide an image showing essential brain features made more
distinctive.

B. Median Filtering and Masking

After thresholding, the next step is applying a median filter
to the binary image. The median filter is a nonlinear filter that
is one of the most effective and common filters used for
removing impulse noise and their edge preservation, and as a
result, this work deals with this filter for better filtration [5]. It
performs noise reduction, and its result is the substitution of the
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value of each pixel with the median result of the pixel's
neighborhood. This will help in removing noise but preserve the
edges. Masking is then applied to the median filtering process.
Masking by binary masks isolates ROIs and retains only the
critical brain structures, losing all other parts.

C. Application of Mask

The mask obtained previously is superimposed on the
original MRI. During this process, only such elements are
retained in the entire process that reflect the brain structures and
have been recognized by thresholding and filtering. All the non-
brain tissues and the background elements are thus effectively
eliminated, providing an image only of the brain and effectively
masking away all the irrelevant regions.

D. Cropping

The resultant masked image is finally cropped. Cropping
means trimming the image to the region of interest as it
eliminates the rest of the content and retains only what the
image is interested in analyzing. This ensures only the relevant
portion will be analyzed in the further steps of feature extraction
and classification, reducing the computational load and
improving the accuracy of the results.

Such pre-processing steps prepare these MRI images for
correct feature extraction and classification, which ultimately
helps in enabling the early and automatic detection of
Alzheimer's disease. The importance of these steps is
manifested in the subsequent analysis and model training
processes.

Figure 2.1: Pre-Processing & Segmentation

To enable more precise feature extraction, image
segmentation separates regions of interest, such as certain brain
regions impacted by Alzheimer's disease.

Figure 1.2: Original MRI Image
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Figure 2.4: Segmentation

III. FEATURE EXTRACTION

A. Shape Features and Pixel-Intensity Based Features

Regarding the problem of classifying a pattern, feature
extraction refers to a procedure or a formalism for describing
the shape information present useful for classification in the
layout of the pattern [6]. To extract important properties from
MRI images, feature extraction is performed. Shape features
provide information about the geometry of brain structures, and
pixel-intensity features reveal the grayscale values of the image.
Shape features are critical in capturing the geometrical
properties of brain structures. These features include:

e Edge length

e Mean area

e  Minimum area

e  Maximum area

e  Number of regions

e  Mean perimeter

e  Minimum perimeter
e  Maximum perimeter

Pixel-intensity features provide information about the

grayscale values within the MRI images. Key features include:
e Total brain area
e  Brain percentage
e  Mean intensity
e  Median intensity
e  Minimum intensity
e  Maximum intensity
e  Variance
e  Entropy
e Skewness

B.  Principal Component Analysis (PCA)

Using PCA, the dataset's dimensionality is decreased while
maintaining a high degree of variance. PCA assists in producing
more relevant and lower-dimensional features by converting the
original features into a new set of orthogonal components,
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which helps to handle the data better for machine learning
algorithms.

C. Scale-Invariant Feature Transform (SIFT)

SIFT is a powerful tool for detecting critical locations in MRI
images because it finds and describes local characteristics in
images that are invariant to scale and rotation. SIFT is an
algorithm that detects and describes local features in images.
These features are invariant to changes in illumination, rotation,
and scale. The steps involved in SIFT are:

1. Applying a Gaussian filter to the image.

2. Calculating the difference of Gaussian (DoG) to
highlight key points.

3. Identifying local maxima and minima in the filtered
images to detect key points.

4. Using gradient information around these key points to
describe them.

Figure 3.1: SIFT on Processed Image

IV. FEATURE SELECTION

A. CfsSubsetEval Method

A feature selection technique that is based on correlation is
CfsSubsetEval. It works by evaluating how features correlate
both among themselves and with the class label. The objective
is to generate a subset of characteristics with minimal inter-
correlation among them and high correlation with the class
label. For datasets with a lot of features, this approach is helpful.
To ensure that the features chosen to offer substantial and
independent information for categorization, the "Best First"
search approach is employed to identify the best feature
combinations.
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Figure 4.1: Selected Features of CfsSubsetEval
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Figure 4.2: Summary of Selection

B. InfoGainAttributeEval Method

InfoGainAttributeEval measures a feature's information gain
relative to the class to determine its value. According to how
much they contribute to lowering class uncertainty, the features
are ranked using this approach. To make sure that the most
important and relevant features are included in the classification
model, the features with the largest information gain are chosen
for additional examination.
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Figure 4.3: Selected Features of InfoGainAttributeEval

V. CLASSIFICATION METHODS

A. Random Forest

During training, Random Forest builds several decision trees
and then combines them to create a forecast that is more reliable
and accurate. It is a group learning technique. A separate subset
of the data is used to train each tree, and the majority vote of
the trees determines the final classification. This technique
works well with big datasets and efficiently manages
overfitting. [7]

Dataset J

; ;ffwﬁf\, s

/f/ B /’z\\ j‘\
don sem-aoe
¢ 00 DO 00 0 ¢ 90 o

Decision Tree-1 Decision Tree-2 Decision Tree-N

v
Result-1 Result-2 Result-N
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v
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Figure 5.1: Working Principle of Random Forest

Correctly Classified Instances 1972

Kappa statistic 0.8967
Mean absolute error 0.1192
Foot mean scuared error 0.z204s
Relative absolute error 31.878 %

Root relatiwe scquared error 47 .3562 %
Total Mumber of Instances 2137

Figure 5.2: Summary of Random Forest Model
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Figure 5.3: Confusion Matrix of Random Forest Model

B. Random Committee

Using a range of base classifiers in place of decision trees,
the Random Committee approach has similarities to Random
Forest. To lower variance and increase stability, it integrates the
predictions made by various classifiers. It uses various samples
for training instead of using random subsets of characteristics
like Random Forest does. This method improves the accuracy
of predictions by combining the strengths of various classifiers.

[8]
Correctly Classified Instances 2012 94,1507 %
Kappa statistic 0.9217
Mean absolute error 0.1103
Root mean squared error 0.1928
Relatiwve abhsolute error 29,4945 3
Root relatiwve squared error 44,5512 %
Total Humber of Instances 2137
Figure 5.4: Summary of Random Committee
a b ¢ d <-- classified as
443 32 20 11 | a = 1_Hon Demented
13 435 5 20| b = & WVery mild Dementia
8 55832 6| ¢ =3Mild Denentia
0 1 1542 | d =4 Moderate Dementia

Figure 5.5: Confusion Matrix of Random Committee

C. K-Nearest Neighbors (KNN)

K-Nearest Neighbors (KNN) is simple, but an effective
algorithm widely used for classification and regression
problems. The majority vote of a new instance's k-nearest
neighbors determines its classification, according to the
instance-based learning algorithm K-Nearest Neighbors
(KNN). The method measures the distance between instances
using a variety of metrics. KNN provides effective results,
especially on low-dimensional datasets. [9] The underlying
theory is simple: given the data point to be classified (such as
point P in Fig. 5.6), calculate the distances between it and the
other data points, and then decide on basis of its closest
neighbors. To assign a point to the class of the unknown class
point, it is looked at the classes of the nearest neighbors of the
point and classified them to the class having the most neighbors.
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Figure 5.11: Accuracy of Classification Methods with Validation
Techniques
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Figure 5.7: Summary of K-Nearest Neighbors
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Figure 5.8: Confusion Matrix of K-Nearest Neighbors

D. K-Star

Based on an entropy-based distance function, K-Star is an
instance-based classifier. Unlike KNN, it is robust to various
data distribution types since it considers the likelihood of
converting one instance into another. K-Star is more robust to
different data distributions by taking data transformation
possibilities into account. [10]

Correctly Classified Instances 2047 95,
Kappa statistic a.9437

HMean absolute error a.o0z17

Root mean soguared error o.14s5

Felatiwve absolute Eerror 5.7208 %

Root relatiwe sguared error 353.5251 =
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Figure 5.9: Summary of K-Star
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Figure 5.10: Confusion Matrix of K-Star
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e True Positive Rate (TP Rate)

o False Positive Rate (FP Rate)

e  Precision

e Recall

e F-Measure

e  Matthews Correlation Coefficient (MCC)
e Area Under the ROC Curve (ROC Area)

A. Random Forest Model Performance:

The Random Forest model achieved high accuracy, with a
precision of 0.930 and a recall of 0.923 for the non-demented
class. The model's overall performance demonstrates its
effectiveness in early Alzheimer's detection.

B. Random Committee Model Performance

The Random Committee model showed slightly better
results, particularly in the non-demented and mild dementia
classes, indicating its robustness in handling diverse data.

C. K-Nearest Neighbors (KNN) Performance

KNN exhibited excellent accuracy, especially in the non-
demented class, with a precision of 0.975 and a recall of 0.921.

D. K-Star Performance

K-Star also performed well, particularly in the moderate
dementia class, with high precision and recall values, indicating
its suitability for this classification task.
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Figure 6.1: Evaluation Table of Classification Methods

VII. DISCUSSION

The current study attempted to exploit the potential
applicability of state-of-the-art machine learning techniques to
improve the early detection and diagnosis problem of
Alzheimer's disease. The focus of this study is on the significant
features of these images and the classification of the stages of
AD.

The introduction of preprocessing steps in MRI image
processing, such as threshold, median filtering, masking, and
cropping, has played a significant role in improving the quality
of the MRI images used for feature extraction. These steps
isolated most effectively the regions of interest that are very
critical for accurate classification. PCA is applied as a
preprocessing step to reduce dimensionality, while SIFT detects
critical points.

We have tried various machine learning models for
classification that Random Forest and Random Committee used
to compare the results. Also, KNN and K-Star have helped in
the classification. Of all, K-Nearest was one of the best models
to differentiate between each AD stage. Random Committee
and KNN also performed well in dealing with diverse data,
giving higher precision and recall values for classes 'mon-
demented' and 'mild dementia.' K-Star had moderate efficiency
in class 'moderate dementia' due to its entropy-based distance
function and, therefore, the potential for use in targeted
classification.

The findings underscore the need to use comprehensive pre-
processing and feature extraction techniques that enhance the
performance of classification models used for AD detection.
High accuracies and precisions from the models indicate that
machine learning would be a crucial aid toward the early
diagnosis of Alzheimer's disease, so it is critical for timely
intervention and management of the condition. The findings
further show that different models may be more appropriate for
various stages of AD, thus leaving room for hybrid approaches
that could containerize more strengths of the several algorithms.

Expanding the dataset to include a more diverse set of MRI
scans that may increase the generalizability of the models.
Moreover, deep learning techniques in the image analysis
domain, which have shown promising results, need to be
researched further to make the detection of AD more accurate
and credible. Additionally, clinical data, when integrated with
features obtained from imaging, may also be more detailed in
developing a diagnosis and understanding of Alzheimer's
disease.
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VIII. CONCLUSION

In summary, our study clearly illustrated that machine
learning models could have great value in the initial detection
and diagnosis of Alzheimer's disease with MRI technique. Pre-
processing: we used several intense pre-processing and features
extraction techniques that would isolate the gray matter
structures and filter out the noisy data. Our classification
models, notably Random Forest, while not perfect in accuracy,
delivered a surprisingly accurate and robust solution to the
problem of early AD detection. The potential impact of this
study is significant and could lead to better diagnosis and an
increased chance of survival of the patient. With this
progression, the addition of advanced methods and varied
datasets will undoubtedly make these diagnostic aids more
effective as the landscape of machine learning expands, thus
progressing in the management and treatment of Alzheimer's
disease.
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Abstract - This study presents an Industry 4.0-based unmanned,
customer-oriented automated production system that connects to
the Internet thanks to the Internet of Things (IoT). Automation
systems are manufacturer-managed systems initially set once in
mass production manufacturing processes and continue
production by meeting only maintenance requirements. Product
design and ordering systems can be unmanned like automation
systems to increase production speed and product efficiency.
Customized manufacturing can also be added to this system to
reduce waste. In this study, as a case prototype, an automatic nuts-
filling machine (ANFM) design and implementation was realized.
This prototype produces unmanned products based on the order
received from the customer. It lists the order received with Google
Forms in Google Sheets and creates a data bank. Each order has a
unique number so the machine knows when to work. In the
prepared ordering interface, the customer is given the required
information thanks to a simplified order form that serves a certain
range. The design for ANFM is a linear conveyor belt with six units
at one station. Each unit has its own hardware for each nuts. As a
result, the Industry-4.0-based production automation system
increased the potential to provide customized solutions for
customer demands. The developed system made production
processes more flexible and scalable by increasing customer
engagement.

Keywords - Industry 4.0, Internet of Things, automatic
production system, customer-oriented system, conveyor

I. INTRODUCTION

NOWADAYS, the design and implementation of customer-
oriented production systems get easier with Industry 4.0 by
using Internet of Things (IoT) and these systems increase the
fast and effective reply to the customer’s requests. The
industrial automation system in the production phase is
composed of sensors, robotic components, control systems, and
collecting and analyzing data processes. This system is
digitalized with Industry 4.0 and the Internet of Things (IoT) to
be efficient, reliable, and flexible. Using an industrial
automation system decreases the cost, increases production
quality, and optimizes the ability to make fast decisions with
real-time data analysis. Firms can adapt to changing marketing
requests and global competition conditions thanks to the
flexibility and scalability of these systems.

Industrial ~automation systems become a flexible,
autonomous, and increasing productivity a new generation
cyber-physical system (CPS) with the Industry 4.0 integration.
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The machines and the systems connect to each other on the
Internet with Industry 4.0 and optimize themselves by sharing
real-time data.

Industry 4.0 enables to form of smart factories and
manufacturing plants with data analysis and real-time
monitoring by integrating IoT technologies. The basic IoT
components include hardware such as sensors, actuators, and
embedded devices, as well as middleware and visualization and
analytics tools accessible on various platforms [1]. IoT
technologies enable remote monitoring and control of physical
objects via network connectivity. This  pervasive
interconnection of diverse devices facilitates innovative
applications across various domains, from small-scale
embedded electronics to large-scale systems like automated
buildings and vehicles [2].

Customer-oriented production systems gain flexibility with
reconfigurability to the customer needs, production
uncertainties, and market changes by using Industry 4.0
technology [3]. Industry 4.0 is intricately linked to a subset of
IoT, the Industrial Internet of Things (IIoT) paradigm,
characterized by robust and exploratory interactions in the
industrial area [2, 4, 5]. This integration supplies a data-driven
production process by supplying smart production systems.

IoT solutions feed enterprise decision-making systems with
real-time status data from the factory floors, including
information about people, materials, vehicles, machinery, and
environments. Design and manufacturing systems can be
maintained and optimized without human intervention by using
those data to automate workflows and procedures [6].The core
technology for IoT applications is embedded systems, which
allow devices to be seamlessly integrated for real-time data
processing and communication [7].

The rapid evolution of industrial processes has been driven
by advancements in high-speed, cost-effective electronic
circuits, accelerated signal processing techniques, and cutting-
edge manufacturing technologies [8]. The advancement of [oT
has been greatly influenced by innovations in sensor
technologies [9, 10]. These improvements direct people to
study revealing on using IoT for production and manufacturing
lines. Nissanka et al. proposed the IoT framework for
monitoring and managing an automatic storage and retrieval
system within a manufacturing line. [11]. Lu and Ju proposed
a Service-Oriented Architecture method for incorporating
business applications into the design of smart manufacturing
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system based on the concept of cyber-physical manufacturing
services [3].Wan et al. designed a load-balancing mechanism
that concentrates on intelligent equipment in the smart factory.
They also proposed the ontology modeling and the Jena tool.
They implemented a case study to verify their proposal. The
results showed that the scheduling method based on Jena
reasoning and CNP technology impacted the load-balance of
intelligent equipment. [12]. Shah et al. presented the design of
an [oT testbed using a multi-stage centrifugal pumping system
outfitted with noninvasive IoT vibration sensors emphasizing
data integrity. They examined the properties of the data
gathered from these [oT devices [13].

In this study, an implementation of an industry 4.0-based IoT
application of an automatic custom-made production system is
presented. An automatic nuts-filling machine (ANFM) design
and implementation are done. Depending on the customer's
order, this prototype generates unmanned products and a data
bank and lists the order obtained via Google Forms in Google
Sheets. This study aims to make significant contributions to the
literature in this field by targeting the use of IoT Systems,
Industry 4.0, unmanned production systems, and customer-
oriented production systems. While IoT enables this machine to
work connected to the internet, Industry 4.0 enables this
machine to be involved in a smart, flexible and automated
production process. Just as automation systems is unmanned,
the product design and ordering systems are also unmanned to
increase production speed and efficiency in this system. This
approach also reduces waste through customized
manufacturing.

For the presentation of the study, in the "Introduction"
section, general information about Industry 4.0 and the IoT
concept and their usage for production and manufacturing
systems with the literature are given. In the second section,
“Material and Method”, the system architecture, design steps,
and hardware components are explained Additionally, the
software and flowchart are given in this section The third
section is Discussion section. The outputs and evaluations are
done in this section. The last section is “Conclusion” section
and it contains the general acquisition and future studies.

II. HARDWARE DESIGN AND IMPLEMENTATION

Customer-oriented in other words order-based production
systems are automated, requiring no human involvement from
the manufacturing order to the finished product, in contrast to
the different production methods. These systems initiate and
finish the process by directly accepting the production order
from the customer. The manufacturer provides the raw
materials, completes the operations, and delivers the finished
product once the consumer demands a certain product.

Orders are created by the customer and sent directly to the
production system in order-based automated production
systems. The production system automatically follows the
order. Raw materials are always available since each machine
produces in its area of expertise, which speeds up and improves
production efficiency. The production quality is improved and
the error rate is decreased when human assistance is not present.
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The proposed ANFM in this study and built to be an example
of an order-based production system, produces unmanned
production according to the order received from the customer.
The implemented ANFM system is formed of four units:

1. Linear Conveyor Band Un